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Abstract: A significant portion of the risk that is assumed by the developer of an information system (IS) is whether end-users will actually use it. Past models in IS research have listed external variables (such as technical features and organizational environment) as well as internal psychological variables (such as past education and attitude to system use) as influencing the continued usage of the IS. In this work, we extend these models and propose and test a new model that posits that attitudes may also be shaped by past behavior (usage of the system). Past usage aparently influences the ease of use of the system, and this is a key factors in determining future usage. A longitudinal model was tested using statistical panel data techniques with instrumental constructs. This model has implications for IS theory as well as suggesting guidelines for industry on how to implement new ISs. 

1. Introduction


Organizational investment in information systems (ISs) is inherently risky. A significant portion of the risk can be attributed to uncertainty in the degree of end-user acceptance and subsequent use of the IS. This is present regardless of the technical excellence of the IS [35]. In many cases, people are unwilling to use the IS, even if it could improve their job performance [40]. A large body of research has tried to develop models for understanding and predicting the adoption and subsequent usage of ISs (or innovations in general) [1,19].


This research generally assumes a causal direction from attitudes, beliefs, and intentions to IS adoption and subsequent usage (behavior). However, there is substantial theory in the social psychology literature [9, 14], to support the supposition that past behavior may in turn influence attitudes, beliefs, and intentions. While there has been some recognition in MIS literature of the fact that present behavior can cause future attitudes [37], this has not been captured in any of the models proposed to explain IS adoption and subsequent usage.


Hence, while existing models in IS research, such as the Technology Acceptance Model (TAM) [18], and the Theory of Planned Behavior (TPB) [35]) have offered a fairly high ability to predict IS usage in specific situations, they ignore the possibility of feedback from past behavior. This is because these models have primarily used expectancy value theories, such as the Theory of Reasoned Action (TRA) [25], to develop explanatory models [2]. We suggest that two other theories in social psychology are applicable to understanding and predicting IS usage, but have been largely ignored. These lend substantial credence to the possibility of past behavior influencing subsequent attitudes, beliefs and intentions. 


The primary contribution of this work to IS theory is the development and testing of a model that incorporates a feedback loop from past behavior to current attitudes and beliefs, thereby incorporating these two theories as well. This model explains the mechanism of IS usage more completely. Empirical testing of our model took over a year, and involved a pilot study, followed by a longitudinal study across 4 periods (each period equals a week). To the best of our knowledge, this is the first study in IS research on the adoption and usage of ISs to test a model of simultaneous equations using panel data, which is both cross sectional and time series in nature. This work also contributes to IS practice by contributing to a greater understanding of the factors that affect IS usage, leading to guidelines when implementing ISs

2. Theoretical frameworks for studying user adoption and usage

We describe three broad theories that can be used to explain behavior. These theories cover the range of the factors that have been posited to influence behavior. Of these, expectancy value theories have been used widely in IS research, while cognitive dissonance theories and self perception theories have been relatively ignored.

2.1 Expectancy Value Models


One theory used to explain innovation adoption and usage is the Theory of Reasoned Action (TRA) [26]. It stems from social psychology and describes how consciously intended behaviors are determined. According to TRA, a person’s performance of a specific behavior is determined by his or her behavioral intention (BI) to perform that behavior, which is determined by the person’s attitude (A) and subjective norm (SN) concerning the behavior. BI is a measure of the strength of intention to perform the behavior. SN is the perception that most people important to the individual think he should or should not perform the behavior. Attitude is the individual’s positive or negative feelings about performing the target behavior. Note that only the evaluative component of attitudes is considered. Other components of attitudes such as affect [10,11], and cognition [38] are ignored. According to TRA, a person’s attitude is determined by beliefs about the consequences of performing an act, multiplied by the evaluation of these consequences. 

A = beliefs about consequences of behavior  X  evaluation of consequences.

(1)

Thus, a person will have a more positive attitude towards performing a behavior if he or she believes the behavior will have consequences of a greater magnitude and these will be good. External stimuli are thought to influence attitudes only through a change in the person’s belief structure. SN is a product of the perceived expectations of individuals important to the person, and his or her motivation to comply with these expectations.

SN = perceived expectations of others  X  motivation to comply with expectations.

(2)
Thus, a person’s behavior will be governed more strongly by SNs, if he or she feels that someone else feels strongly about the behavior, and if he or she has a strong motivation to comply with this person’s expectations. External variables, such as system design characteristics, user characteristics (like cognitive style, education, etc.), nature of the system development process (such as presence or absence of user participation), etc., are all mediated through A and SN. In turn, BI completely mediates these, to determine the actual behavior. TRA posits that BI will always completely mediate all constructs in determining behavior. Much research has aimed at testing and extending TRA [20]. Thus, TRA posits that external and internal variables are mediated by A and SN, which in turn influence BI, which influences actual behavior. 

2.2  Cognitive Dissonance Theories


Festinger [22] offer a theory in which the influence of past behavior on attitudes can be considered. The theory has “ aroused more controversy and received more praise than any current theory in social psychology” [43]. It is concerned with the degree to which relevant cognitive elements are compatible. Cognitive elements include knowledge, attitudes, and beliefs about the self as well as the environment. A consonant relationship between cognitive elements exists in, for instance, a case where a person knows that database technology can help improve productivity, and uses it. A dissonant relationship exists, if, for instance, a person knows that using a debugging tool will cut down on program development time, but does not use the tool. Dissonance is assumed to be psychologically uncomfortable [54], and the effort to reduce it is directed at the cognition element that is most resistant to change. The pressure to reduce dissonance is a function of its magnitude; e.g., if a person feels strong dissonance because he or she is not using a debugging tool, then this dissonance can cause a shift in attitude, so that the person decides that the debugging tool will not cut down on program development time. In subsequent research, factors such as commitment, personal responsibility and choice have been incorporated into the theory, as necessary for dissonance arousal. Hence, cognitive dissonance theory indicates that if a person’s attitude and behavior are at odds (dissonance), then the person will actually change attitudes in order to reduce dissonance.

2.3  Self Perception Theories

This theory belongs to the group of attitude-change theories in the behaviorist tradition: attitude changes take place in reaction to self observed behaviors, combined with observation of external cues that indicate if the behavior is valid. Thus, if complaining about a new IS is considered “acceptable” behavior, it will lead to formation of a certain attitude towards the IS. Two studies by Higgins & McCann [30] and Tetlock [50] show that people who express attitudes because of strategic concerns, rather than as reflections of their actual feeling, bias their own attitudes in the direction of the expressed attitudes when measured several days later. Thus, self perception theory also indicates that attitude can change as a result of behavior.

3. Construct development for a model to predict and understand software usage

Two widely accepted models based on TRA are TAM, and TPB. We briefly describe these models, and then describe the constructs used in our model.

3.1  Technology Acceptance Model 


TAM is one of the models adopted from TRA specifically for modeling user acceptance of IS. It posits that two constructs, perceived usefulness (U) and perceived ease of use (EOU) mediate all the external variables likely to influence an individual’s decision to use an IS (i.e. the behavior). U is defined as the person’s subjective probability that using the IS will be of benefit in an organizational context. EOU is defined as the degree to which the person thinks using the IS will be free of effort. EOU influences U as well as Attitude towards system use. U also influences Attitude as well as BI. Similar to TRA, TAM posits that BI completely mediates actual Behavior (IS usage). BI is, however, determined by Attitude, and by U. The U-BI relationship is based on the idea that, within organizational settings, people form intentions to perform behaviors, even if they have a negative attitude to these behaviors. Theoretical support for the U-BI link is provided in past studies by [5,53]. Subjective Norm from TRA is not included in TAM, because of “its uncertain theoretical and psychometric status” [20]. TAM uses the same Attitude construct as TRA, except, that beliefs in TAM are given a-priori, and the same beliefs can be used as measures for Attitude, regardless of the IS. TAM can be used with the same instrument across ISs, since none of its constructs or measures are specific to the IS. 

3.2 Theory of Planned Behavior 


In TPB, behavior is again influenced solely by BI. BI is influenced by Attitude (A) towards usage, SN and by Perceived Behavioral Control (PBC). Attitude mediates behavioral beliefs (a subjective probability that the behavior will lead to a particular outcome) and outcome evaluations (the desirability of an outcome). SNs mediate normative beliefs (perceived opinions of others) and the motivation to conform to the expectations of these others. PBC mediates control beliefs (the perception of the availability of skills, resources, and opportunities) and perceived facilitation (assessment of the importance of these resources to achieving these outcomes). TPB uses constructs and measures that are specific to the IS under consideration. This means that a new instrument has to be created (and validated) for each implementation of TPB. TAM and TPB both use TRA as the base theory. Mathieson [35] gives an excellent comparison between TAM and TPB.

3.3 Constructs used in our model


While developing constructs, our overall goal was twofold: to achieve parsimony in the number of constructs considered, and to provide a sound theoretical explanation for why each construct is considered to mediate external (environmental) and internal (psychological) variables. We also wanted a model that could be used for a wide range of ISs. Hence, the instrument (questionnaire) used to test and implement our model can be reused across different ISs. 


Attitude is represented in many ways, some of which are: evaluations, representations in memory or a knowledge structure [42]. In TAM and in TRA, only the evaluative component of attitude is considered. Thus, attitudes are considered to be evaluative responses to the IS. Support for this comes from Eagley & Chaiken [21] and McGuire[36], who argue that attitudes form only when individuals react evaluatively to an entity. As in TAM and TPB, in our model Attitude represents the affect felt by the user towards using the system. It mediates evaluative beliefs the individual may have formed about using the system. These beliefs could be due to internal variables, such as the user’s personal beliefs, or due to external variables, such as peer pressure. Note that this may also include social variables such as supervisor pressure. The Attitude construct primarily mediates those external and internal variables not mediated by EOU and U. We contend that EOU and U do not sufficiently mediate all the external and internal variables. This contention is supported by Mathieson[35], where it is shown that U and EOU do not mediate social variables, which are potentially important. Also, TRA [1,26] clearly asserts that attitudes fully mediate the effects of beliefs. Hence, in our model Attitude is considered to mediate all the internal variables not mediated by EOU and U. EOU in our model is the degree to which the user expects the system to be free of effort. This construct is similar to the one used in TAM, and mediates all the external and internal variables mediated in TAM [18]. Examples include system features such as menus and icons, previous user experience, training, support, etc. In our model, U is the user’s subjective probability that using the system will increase his / her job performance. This construct is similar to the one used in TAM, and mediates the same variables as in TAM. 

U = f(EOU, External Variables)
where external variables include objective design characteristics of the IS, amount of useful information given by the IS, etc. Usage (Us) is the dependent construct in our model. This is the amount of time the user feels he / she has spent using the system.


In the interests of parsimony, we do not explicitly mediate normative beliefs and control beliefs in our model. Instead, these are mediated by Attitude, which plays a broader role in our model than in TAM or TPB. We explicitly leave out BI from our model. There is considerable support for BI mediating all variables in influencing behavior [3,19]. However Bagozzi & Yi [6] show that only when intentions are well formed do BI completely mediate the effect of attitude on behavior. When intentions are poorly formed, attitude has a direct effect on behavior, unmediated by intentions. This is also the case when behavior requires low to moderate effort [7]. Thus, an experienced computer user is more likely to have well formed intentions to use or not use a software, while a naive user may have (well meant) intentions of using a software that are unrealistic. The first condition (of poorly formed intentions) is true in any situation where the IS is new, and its use is not mandated. As ISs become easier to use, we contend that the second condition (IS usage requiring low to moderate effort) will also hold. Hence, BI will not predict behavior in a model under such conditions, and is left out of our model.

3.4 Model Hypotheses

The constructs and hypothesized links in our model are shown in fig. 1. The Attitude-Us link in our model implies that people perform behaviors for which they have positive affect. This is supported by [18,25,52] and is fundamental to TRA. The U-Us link runs counter to TRA, but sufficient support is provided by [5,12,52]. These theories explicitly provide support for a U-BI link. However, they assume that actual behavior is determined almost completely by BI. Hence, we feel justified in using these theories to create a U-Us link. Empirical support for this is given in Davis[20] who showed that U significantly determines Us. Positive outcomes tend to increase ones affect for the means of achieving those [45,53]. Thus, U is hypothesized to have a positive effect on Attitude. EOU is hypothesized to have a positive effect on Attitude because it increases the user’s sense of self-efficacy [8]. EOU is also hypothesized to have a positive effect on Us. This is because efforts saved due to improved EOU may be deployed elsewhere, enabling a person to accomplish more [20]. 


We now describe why past IS usage of the IS tool is considered in our model. The theories of cognitive dissonance basically posit that attitude changes occur because of a person’s behavior, rather than causing it. Self perception theory lends weight to this, although the mechanisms are different from dissonance theories. Melone[37] states “the questions of whether and how behavior affects attitudes also deserve consideration”. Zanna & Fazio [55] indicate that attitudes are more likely to influence behavior when the attitude is formed as a result of direct experience with the objects, over a period of time and held without ambiguity. Hartwick & Barki [29] showed empirical evidence that usage of a system led to well differentiated beliefs and feelings regarding usage of the system. The primary theoretical contribution of our model is the incorporation of ideas from the theories of dissonance and self-perception, in the form of a feedback loop from the usage construct. Thus, past usage is hypothesized to positively affect EOU. In our model, EOU mediates the effects of past Us. This mediation is supported by Kraiger, et. al. [33] and Shiffrin & Dumais [47], who show that through continued usage, trainees reach an “automaticity” stage, which allows task accomplishment without conscious monitoring and enables concurrent performance of additional tasks. A typical example of this is the activity of driving an automobile. When this reaches the “automaticity” stage, it becomes possible to perform other tasks concurrently while driving. This mediation is also supported by literature in the area of “learning. Thus, Fitts [23, 24] propose a theory of knowledge acquisition in which declarative knowledge is gradually replaced by procedural knowledge, which can often be used without interpretive procedures. In a similar vein, Anderson [4] state “It requires at least 100 hours of learning and practice to acquire any cognitive skill to a reasonable degree of proficiency.” Johnson-Laird [31] and Rouse [46] stress that the organization of knowledge in memory is at least as important as the form of knowledge. Glaser and Chi [28] point out out that experts have different knowledge storage structures than novices: experts store their knowledge in hierarchical strucutres with strong paths between critical elements. These ideas translate directly to greater EOU through past usage (note that knowledge of how to use a system is mediated by EOU in our model).




                                   Fig. 1. Proposed Model of IS usage

3.5 Operationalization of Constructs

We measured the evaluative aspect of Attitude (in this case towards system use). Our measures are similar to the ones used by Mathieson [35]. The measures were three 7 point Likert scale items, with very good/ very bad, very desirable / very undesirable, and much worse / much better as endpoints. For EOU, our measures are similar to the ones used in TAM [19,35]. They consist of six items on a 7 point Likert scale with extremely agree / extremely disagree as end points. For U, our measures are similar to the ones used in TAM [18,19,20] and by [35]. They consist of four items on a 7 point Likert scale, with extremely agree / extremely disagree as endpoints. Finally, we used three measures for behavior. Two of our measures are similar to the ones used by Davis, et. al. [19] for TAM. One is a 7 point Likert scale item, with very infrequent / very frequent as endpoints. The second item is a “check the box” format, with categories of current use: not at all, less than once a week, about once a week, 2 or 3 times a week, 4 to 6 times a week about once a day, and more than once a day. The third measure is similar to one used by Leonard-Barton & Deschamps[34]. It consists of a 6 item checkpoint scale with categories: never tried, tried only once, used in the past but discontinued, using it for less than 10 % of its potential usage, using it for 10-50% of its potential usage, and using it for more than 50% of its potential usage. 

4. Empirical Study

4.1 Pilot Study

The pilot study was used to increase the validity of our final study by eliminating possible biases. Cook and Campbell [16] provide an excellent listing of all the possible biases that can arise. Our goal was to construct a final study that provided a reliable representation of a situation where IS usage requires some effort, is not mandatory, and has some benefit to it. The subjects for the pilot study were enrolled in two sections of an introductory programming class. The sections were taught by different instructors. The same instrument that would be used for the main study was used for the pilot study. The IS being tested was a debugger (DBG), available as an application program that the subjects could use to assist them in the class assignments. The choice of the IS was based on the following criteria: its usage should be voluntary, there should be effort associated with learning how to use the IS and there should be benefit assoicated with the IS as well. We did not use an IS such as spreadsheets and wordprocessors, that have been used in earlier studies of usage (e.g. Davis[18, 19] and Mathieson [35]). This was because all the subjects had experience with such tools, and we wanted a tool in which users had no experience. Note that one benefit of doing this is to increase the external validity of previous studies, which have ususally concentrated on experienced users [49].


An introductory training class was given, followed by optional extra training (the subjects would have to set up an appointment with the instructors for that). Subjects were given one assignment for each week after learning how to use DBG, all of which counted towards their overall grade in the course. Using DBG to help write up each assignment was entirely voluntary. Knowing how to use DBG was not part of the course requirement. The only benefit to using DBG would be to make it easier to get the assignments (programs) to work. One week after the training, the instrument was administered 4 times to each subject, at one week intervals (i.e. the pilot study was longitudinal and consisted of 4 periods, each measured one week apart). The responses were anonymous. Thus, each subject chose a pseudonym known only to him / herself, which was used by the subject for all the 4 questionnaires. Administration of the instrument was done in each section by that section’s instructor. The degree of difficulty of the 4 assignments given to each section were judged to be similar by the 2 instructors, and increasing. Thus assignments 1 for both sections were judged to be about equally difficult, assignments 2 were also about equally difficult, but more difficult than assignments 1, and so on. 


The pilot study revealed that the measures in the instrument were unambiguous and easily understood by all the subjects and that the ranges provided for each measure in the questionnaire were well balanced, in that the mean responses across subjects, across times, did not lie towards either extreme.The pilot study also revealed that (like most ISs) DBG was difficult enough that one introductory training session was not sufficient to learn how to use it. Also, the assignments given to the students were not sufficiently difficult, and did not carry enough weight towards their course grade, to provide sufficient motivation to use DBG. The results of the pilot study helped us resolve these issues, so that in the final study there was an adequate level of difficulty in using DBG (to compare to that of commercial software). Assignments were made harder and to count more towards the final grade, so as to provide a real incentive to use DBG (to compare to the incentive in industry). The level of training provided for using DBG was sufficient (to compare to that available to the average user in industry).

4.2 Final Study

The final study was very similar to the pilot study, except for the changes dictated by the results of the pilot study. Subjects consisted of one section of the same introductory programming class. There were 27 subjects who participated in the study, of which 2 dropped out. The final subjects consisted of 8 females and 17 males. The average age was between 24 and 25, and the average full-time work experience was 5.4 years. 5 of the subjects had already got a college degree, while the remaining 20 were working towards their bachelor degree. In the final study, more extensive training on how to use DBG was provided than in the pilot study. Apart from a two day demonstration, facilities for hands-on training were provided for those who were interested. 9 of the subjects attended these hands-on training sessions. The 4 assignments now counted substantially towards the final grade of the subjects, and the level of difficulty was increased to the point where there was real benefit to using DBG to help write these assignments. Just like the pilot study, the final study was also longitudinal and consisted of 4 periods spaced exactly one week apart. An assignment was given for each period. The questionnaires were administered approximately midway from the date of receiving each assignment to the date when the assignment was due. For our analysis, we had precisely 100 observations (4 for each subject across time). 

5. Findings
5.1 Validity

1. Content Validity: Content validity of constructs refers to the extent to which the measurement items are a good measure of the domain of each variable. This is undertaken essentially by judgment [32]. Our measures have been used by past researchers to measure essentially the same constructs, and there appears to be widespread agreement to their content validity. 

2. Reliability: The reliability of a measure measures the extent to which it is repeatable and stable. The Cronbach alpha coefficient [17] is commonly used for assessing reliability. Nunnally [41] recommends that this value exceed 0.7 . In our study, the alpha values for all measures were over 0.8. For reasons of space, only the overall alpha values of each construct are shown in Table 1, and these also indicate very high reliability. 

3. Discriminant Validity: This refers to the extent to which a concept differs from others [13]. One way of determining this for a construct is to see if its correlation with other constructs is less than its Cronbach alpha coefficient [27]. A comparison of the Cronbach alphas in Table 1 with the correlations in Table 3 indicates that this is true for all the constructs.

5.2 Statistical Analysis


The model considers the simultaneous relationships between a set of variables, measured across time (time series) for a set of people (cross-sectional). Cross sectional analysis allows extrapolation of results to a population, while time-series analysis is helpful in determining causality, as well as seeing if the same relationship holds across time for an individual. In addition, time series analysis also reveals if there is a lag or “gestation” period before a construct’s influence takes effect on another construct. Panel data analysis is a suitable technique for measuring data that is both time series and cross-sectional. This is because these procedures allow for variances both across subjects (cross sectional) as well as across time for each subject (time series). However, there are no “canned” procedures for using panel data for a simultaneous set of equations, where a construct can be dependent in one equation and independent in another. Unfortunately, techniques such as structural equation modeling (SEM), which have been used in past MIS research to evaluate simultaneous models, cannot be applied to panel data because it has both cross sectional as well as time series variances. For our analysis, we used conventional 

Constructs
Mean
Alpha
Attitude
Usage
Ease of Use
Usefulness

Attitude
4.59
0.920
1.0




Usage
3.123
0.90
0.534a
1.0



Ease of Use
3.84
0.873
0.540 a
0.320 a
1.0


Usefulness
3.0125
0.96
-0.228 a
-0.198 a
0.00484
1.0

  N=100                        Table 1. Correlation Matrix for the constructs in our model.


a  p < 0.10

panel data techniques with instrumental constructs. In situations where a construct was both a dependent construct in one equation as well as an independent construct in another, the corresponding instrumental construct was used as the independent construct. An instrumental construct is obtained by doing a linear multivariate regression on a construct, using all possible independent constructs as predictors. The predicted values of the dependent construct in the regression then make up the corresponding instrumental construct. Using instrumental constructs allowed us to construct simultaneous equations with panel data techniques.

5.3 Testing the theoretical model


In panel data analysis, the sign of the coefficients describe the nature of causality, while the t value shows the statistical significance of the causal relationship. The coefficients along with the t values are shown in Table 2. In panel data procedures, there is no “ overall” test for a model, as in SEM, since these procedures do not model a simultaneous system of equations. 


The six hypotheses were tested by assessing the sign of the coefficients and the t value for each coefficient. The table shows these for the predictors at both current time and one period past. Thus, the lagged coefficients in Table 2 are the coefficients for the predictor variables at time one period past. Hypothesis 1 is supported at a p value of 0.10. Thus, Attitude does positively determine Us. Hypothesis 2 is not supported, since the t values are not statistically significant. This means that U does not affect the Us of the IS. Hypothesis 3 is strongly supported, at a p < 0.0001. This implies that past Us does affect current EOU of the IS. Hypothesis 4 is not supported, since the t values are not statistically significant. This means that EOU does not affect the U of the IS. Hypothesis 5 is supported. This means that EOU of the IS does positively affect the Attitude towards using the IS. Finally, the contra to hypothesis 6, i.e. that U negatively affects Attitude towards Us is supported. 

Hypo. No.
Statement of Hypothesis
Coeff.
t value
Lag Coeff.
t value
Hypo. Supported?

1.
Attitude will positively affect Usage a
0.51
1.68
-0.34
-1.06
Yes

2.
Usefulness will positively affect Usage
-1.36
-1.25
-.04
-0.37
No

3.
Past Usage will positively affect Ease of Use c
NA
NA
0.62
13.72
Yes

4.
Ease of Use will positively affect Usefulness
-0.087
-0.67
-0.0134
-0.37
No

5.
Ease of Use will positively affect Attitude b
0.34
2.19
-0.02
-0.28
Yes

6.
Usefulness will positively affect Attitude b
-1.35
-3.82
-0.01
-0.15
Contrary


a p < 0.10                                 Table 2. Testing of Hypotheses

 b p < 0.05


 c  p < 0.0001


N = 75

6. Conclusion

6.1 Discussion of Findings

The first thing to observe is that there is strong statistical significance that past (lagged) Us significantly affects current EOU. This lends justification to the fact that a longitudinal model is needed to better understand IS usage. For the other hypotheses, lagged predictors were not useful in determining the dependent constructs. Thus, other relationships in our model are static, like in TAM and TPB. 


The support for hypothesis 1 indicates that Attitude towards Us positively affects the Us of the IS. The support for this is significant at p < 0.1. This implies statistical support for a positive attitude towards using an IS leading to increased usage of the IS. The lack of support for hypothesis 2 implies that it is very possible for users to be convinced that an IS is useful (perhaps as a result of supervisor, peer or media influence) but to still not use it. In our study, the users were told that the debugging tool was useful when programming. This convinced many of the usefulness of the IS (DBG), but did not lead to increased usage of DBG. We expect this finding to be applicable in other situations as well.


The strong support for hypothesis 3 (p < 0.0001) indicates that past usage plays a very significant role in positively affecting EOU. This implies that usage of an IS will lead to the perception that it is easier to use. We expect this finding to apply in situations where the IS is of “moderate” difficulty, and where continued usage of the IS actually leads to greater Ease of Use. In situations where the level of difficulty of an IS is very high, we suspect that it is possible for naive users to believe the IS is easy to use, only to discover upon using it that it is much harder than perceived earlier. In such situations, one would actually expect the reverse finding: that usage of the IS leads to diminished EOU. While we have not done any formal tests to determine at what level of difficulty of an IS the reverse effect will occur, we feel that most ISs designed for end users will fall in the “moderate” difficulty range. Thus, we believe our findings will apply to the typical business situation where an IS is an application that is of “low” to “moderate” difficulty. The lack of statistical support for hypothesis 4 translates to EOU not significantly affecting U. In our study, some of the subjects thought that the debugging tool was easy to use, and some did not, but this did not determine what they felt about the usefulness of the tool. In fact, many subjects were convinced that the tool was useful, even though they may have felt it was difficult to use it. We expect this to extend to other situations as well, especially when prospective users have been told of the IS’s usefulness (through peers, supervisors or media) prior to actually using the IS.


Hypothesis 5 was supported at p < 0.05. This implies that EOU does positively affect the attitude towards using an IS. This combined with hypothesis 1, indicates that EOU will determine (indirectly) the Us of an IS. Thus, users who think an IS is easier to use will have a more positive attitude towards using it, and this in turn will lead to greater usage. Since past usage significantly affects EOU, this suggests a feedback cycle that can be used by IS implementors to facilitate continued usage of the IS. The feedback cycle consists of initial usage, which could lead to increased EOU, which could lead to a more positive attitude towards usage, which could in turn lead to increased usage, and so on. 


The surprising finding in our study was the support for the contra of hypothesis 6: that U will negatively affect the attitude towards using the IS. As mentioned before, in our study (and we suspect in many business situations), users were told that the IS would be useful, and this convinced many that this was indeed so. However, this uniform perception of usefulness of the IS amongst all the subjects did not discriminate amongst people who had a positive attitude towards using the IS, and those who had a negative attitude towards using the IS. In fact more subjects thought DBG was useful but had a negative attitude towards using it, than subjects who thought DBG was useful and had a positive attitude towards using it. As the other findings in our study suggest, the best way to positively influence attitude towards usage is to positively influence the ease of use of the IS. 

6.2 Limitations of the study

One limitation of this study is that it was not conducted in a business setting. Longitudinal studies are uncommon in MIS research because of the difficulty of conducting such a study in a business environment. Our emphasis was on creating an environment that was comparable to a business situation, and where we also had control over the experimental environment. In order to achieve this, we conducted an extensive pilot study. This enabled us to create a situation in the final study, where our subjects were in their mid twenties, had limited computer experience but significant work experience, and were given a choice of using the IS. The IS selected (DBG) was sufficiently difficult and sufficiently useful, that there was a real tradeoff involved between investing time and effort learning how to use it, and deriving benefit from using it. We made sure that the level of initial training given to the subjects was realistic, and comparable to that given in many organizations. The level of support provided after the initial training was also comparable to that in industry. As in many cases in industry, users had a choice of actually getting one-on-one training with skilled users, if they were willing to spend extra time and effort and come for a one-on-one session.


Another limitation of the study was the fact that users were told prior to usage that the IS would be useful to them. While this is actually true in many real-world situations, it does create a positive bias in the minds of the users as to the usefulness of the IS. This bias probably clouded the expected positive effects of perceived usefulness on attitude, leading to a statistically significant negative influence. 

6.3 Contributions of the study


Explaining and predicting the nature of IS usage has been a major topic in MIS research. Previous theoretical models have been based primarily on expectancy value models. The primary theoretical contribution of this study to IS theory is the incorporation of two other applicable socio-psychological models: cognitive dissonance models and self perception models. Both these models strongly suggest that past behavior should influence current attitudes, and in our proposed model, this was indeed shown to be the case (witness the strong support for hypothesis 3). Another strength of our model, also shared by TAM, is that the instrument used for testing the model (the questionnaire) is not specific to a situation, and can be used for different situations. This should allow for easier testing of our model by other IS researchers. The primary methodological contribution of this study has been the combination of time-series and cross sectional data that were analyzed using panel data techniques. In addition, we used this data to test a model of simultaneous equations, by using instrumental variables. To the best of our knowledge, this kind of analysis has not been done in IS research before. This methodology can be used in future MIS research to test and validate other models that require cross sectional and time series data.


In addition to contributing to IS theory and research methodology, this study also has implications for MIS practice. In industry, as pointed out in section 1, the question of whether users will actually use an IS determines to a large degree the success of the investment in the IS, which in turns determines the careers of IS practitioners. Our model shows that merely convincing users of the usefulness of the IS will not influence usage. A perception that the IS is easy to use will lead to a more positive attitude towards using it, which will lead to greater usage. Our findings clearly indicate that perceived ease of use determines usage. IS developers can use this when designing the IS. A good strategy may be to actually conduct user tests on prototypes and to measure the ease of use for different aspects of the IS, in order to ensure “low” to “moderate” difficulty of the IS. The strong support for hypothesis 3 indicates that past usage will determine perceived ease of use of the IS. Thus a good strategy for IS practitioners might be to divert their efforts away from convincing users about the usefulness of an IS, prior to launch, into actively getting them to initially use the IS. This can start a positive feedback loop, which can lead to increased usage of the IS, and hence to its success in the organization.

Appendix: Questionnaire Items
Perceived Ease of Use 

All measures have a 7 point Likert Scale with end points: extremely agree / extremely disagree.

1. I believe that the debugging tool is cumbersome to use.

2. My using the debugging tool requires a lot of mental effort.

3. Using the debugging tool is often frustrating.

4. I believe that it is easy to get the debugging tool to do what I want it to do.

5. Overall, I believe that the debugging tool is easy to use. 

6. Learning to operate the debugging tool is easy for me. 

Perceived Usefulness: 

All measures have a 7 point Likert Scale with end points: extremely agree / extremely disagree.

1. Using the debugging tool would improve my performance in my career.

2. Using the debugging tool would enhance my effectiveness in my career.

3. Using the debugging tool would increase my productivity.

4. I would find the debugging tool useful in my career.

Attitude Towards Usage:

1. I think it would be ____ to use the debugging tool rather than to manually debug my programs.

7 point Likert Scale with end points: extremely bad / extremely good.

2. In my opinion it would be _______ to use the debugging tool rather than to manually debug my programs.

7 point Likert Scale with end points: extremely undesirable / extremely desirable

.

3. It would be ____________for me to use the debugging tool rather than to manually debug my programs.

7 point Likert Scale with end points: much worse / much better

Usage:

1. My current usage of the debugging tool is:

7 point Likert Scale with end points: very infrequent / very frequent

2. I currently use the debugging tool:

• Not at all

• Less than once a week.

• About once a week.

• 2 or 3 times a week.

• 4-6 times a week.

• About once a day.

• More than once a day.

3. Regarding use of the debugging tool in the past week, I have:

• Never tried it at all.

• Tried it once but not since then.

•Used it earlier but stopped now.

• Use it for about ten percent of the time I use my home computer.

•Use it for between ten and fifty percent of the time I use my home computer. 

• Use it for more than fifty percent of the time I use my home computer.
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