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ABSTRACT


While the number of concepts in a model has been frequently used in the literature for measuring the ease of use of creating model schemas, to the best of our knowledge, nobody has looked at its effect on the readability of the model schemas, after they are created. The readability of a model is important in situations where the model schemas are created by one team of analysts and read by other analysts, developers or maintenance administrators, who are also trained in that conceptual model. Given the recent trend of adding concepts to models like the Unified Modeling Language (UML), the effect of the number of concepts in a model is becoming increasingly important. In this work, we operationalize readability along three dimensions: the effectiveness, efficiency and learnability. We conduct an experiment to study the effects of the number of concepts in a model on these dimensions of readability. Our findings have implications for both designers of new models, as well as in formulating modeling strategies for practitioners who use currently available models for creating schemas which may be used to communicate requirements to other analysts and/or maintenance personnel. 





1. INTRODUCTION


Conceptual models� play an important role in the area of requirements modeling. They are used as a) a method of documenting (either formally or informally) end-user requirements, which are initially articulated in a natural language like English, and/or b) a method of optimally designing the subsequent information system (IS). A commonly used example of both a) and b) is the use of the Entity Relationship Model (ERM) � ADDIN ENRf8 ��(Chen, 1976)� to capture end-user requirements for constructing a relational database application. Once the requirements are documented in an ERM schema, the ERM schema can then be mapped, using well-known rules, to a measurably good relational schema design. Over a hundred conceptual models have been proposed for requirements modeling � ADDIN ENRf8 ��(Olle, 1986)�. 





Essentially, a conceptual model is a method of documenting elements of an underlying reality. In the area of modeling organizational requirements for an IS, the underlying reality may be described by an ontology that includes concepts like entities, relationships, properties, processes and roles (Wand & Weber, 1995).





A survey of the literature on the evaluation of modeling methods reveals several desirable attributes for conceptual modeling methods. These include the adequacy or completeness of the modeling method in being able to represent the underlying reality (Amberg, 1996)(Bajaj & Ram, 1999)(Brosey & Schneiderman, 1978)(Kramer & Luqi, 1991)(Mantha, 1987)(Moynihan, 1996), the readability of the modeling method’s schema(s) by end-users (Hardgrave & Dalal, 1995)(Shoval & Frummerman, 1994), and how easy it is to use the modeling method to represent requirements (Bock & Ryan, 1993)(Kim & March, 1995)(Kramer & Luqi, 1991) (Shoval & Even-Chaime, 1987). Excellent summaries of past studies that evaluate modeling methods using different criteria are presented in both (Batra & Srinivasan, 1992) and (Kim & March, 1995).





The readability of a modeling method essentially indicates how easy it is to read a model schema and reconstruct the underlying domain reality from the schema. The readability is important in situations where the model schemas are created by one team of analysts and read by other analysts, developers or maintenance administrators, who are also trained in that conceptual model. For example, if a database administrator wants to understand the schema of an existing database application, the readability of the conceptual model that was used in the analysis phase of that project would be important. 





The number of concepts comprising a conceptual model has been widely posited to affect several properties of the model, including the ease-of use of creating model schemas (Marcos, Cervera, & Fernandez, 1999)(Rossi & Brinkkemper, 1996) (Castellini, 1998) (Bajaj, 2000) and the completeness of the model (witness the addition of several new concepts into the recent versions of the Unified Modeling Language (UML) (Booch, Jacobson, & Rumbaugh, 1997)). Thus increasing the number of concepts in a model would make it harder to create model schemas from an analyst standpoint, and enable it to capture more elements of the underlying domain. However, to the best of our knowledge, no one has investigated the effect of increasing the number of concepts on the readability of the model schemas, i.e. how easy it is to reconstruct the underlying domain reality from model schemas. The primary contribution of this work is the empirical investigation of the effects of the number of concepts within a model on the readability of the model. 





The rest of this work is organized as follows. In section 2, we examine past work on readability, and operationalize the constructs used in the current study. In section 3, we describe the research study, and present the findings. We conclude in section 4, with a discussion, limitations and implications for future research. 








2. PAST WORK AND OPERATIONALIZATION OF CONSTRUCTS


Past work on the readability of conceptual models has basically consisted of experimental comparisons between existing modeling methods. Table 1 summarizes some illustrative examples of past work in measuring the readability of conceptual models. 








Study�
Independent Variables�
Measures�
Results�
�
(Brosey & Schneiderman, 1978)�
a) Hierarchical v/s Relational Models and b) User Experience�
Questions on domain�
Hierarchical schemas were easier to read by novice users�
�
(Juhn & Naumann, 1985)�
Semantic v/s non-semantic models�
Questions on domain�
Semantic models subjects identified relationships and cardinalities better�
�
(Palvia, Liao, & To, 1992)�
O-O versus non O-O�
Questions on domain�
O-O subjects performed better�
�
(Shoval & Frummerman, 1994)�
EER v/s OO�
True/false questions on domain�
EER subjects interpreted ternary relationships more correctly�
�
(Hardgrave & Dalal, 1995)�
EER v/s OMT�
Ability to understand and time to understand�
OO subjects were significantly faster at answering questions than EER subjects�
�
(Peleg & Dori, 2000)�
OPM/T v/s OMT/T�
True/false questions on domain�
OPM/T subjects better at comprehension�
�
Table 1. Illustrative past work on the readability of conceptual models








2.1 The Independent Variable


Based on table 1, we note that in all cases the independent variables have been different modeling methods, which are so different from each other that there are several potential causes for the observed effects. Thus, there is no a priori  theory to support why the EER would offer more or less readability than the OO model. The finding from the studies themselves are not conducive towards theory building either, since the independent variables that are studied are so different from each other. So far, there appears to be a lack of empirical testing of intrinsic (model-independent) factors that could lead to more or less readability of a conceptual model. In this study, we take a first step in that direction, by considering the number of concepts (NOC) in a conceptual model as the independent variable. 





2.2 Operationalization Of NOC


We operationalize NOC to a numerical count of the number of concepts in a model. This operationalization treats all concepts equally, and has been used in several earlier studies as an important metric (see section 2 for references). We represent this count for each treatment level i as ni.In this study, the number of treatment levels is 2.





2.3 Dimensions of Readability 


Table 1 also provides insight into the previous dimensions (and operationalizations) of readability. Readability has been measured either by providing schemas and seeing how many correct answers were given about the domain (readability effectiveness), or less frequently by measuring the time it takes to answer questions regarding schemas (readability efficiency). Prima facie, there appears to be some correlation between these two dimensions, in that a conceptual model whose schemas are easier to read and translate back to the domain (presumably leading to more correct answers), would also take less time to read. In this work we propose measuring readability along three dimensions: effectiveness, efficiency and, a new dimension, learnability.





As shown in table 1, dimensions of effectiveness and, to a lesser degree, efficiency, have been studied in previous work, but not the learnability. The dimension of learnability has a strong basis in traditional human computer interaction For example, (Nielsen, 1993) considers learnability or ease of learning one of the five basic attributes of usability, in his classic text. In the context of this study, we define learnability to be the improvement in the dimensions of effectiveness and efficiency of readability, over successive tasks. Thus, learnability here refers to the learnability of the task of interpreting the model schema. One contribution of this work is to tease out the effects of NOC on these three dimensions of readability. 





Next, we operationalize these three dimensions of readability, and develop the hypotheses that were tested in this study. 








2.4 Operationalization of Readability


2.4.1 ReadabilityEffectiveness (REF)


We operationalize REF as the percentage of questions about the domain that the subject can answer. Thus, for each treatment level i, 


REF = �EMBED Equation.3���





This leads to Hypothesis 1:


H1: A higher NOC will lead to a lower REF





The theoretical basis for this hypothesis follows quite easily from previous work that has posited that NOC negatively impacts the ease of use of creating schemas from domain descriptions, and from the prima facie notion that ceteris paribus, more information will be harder to decipher than less. Strong support for this observation can be found in the cognitive processing literature (see (Zhu, 1997) for references). 





2.4.2 Readability Efficiency (REN)


We operationalize REN to be the inverse of the amount of time a subject decides to use to answer the questions in a study, given some reasonable incentive to answer these questions correctly. REN = �EMBED Equation.3���





This leads to hypothesis 2:


H2: A higher NOC will lead to a lower REN. 





The theoretical basis for this hypothesis is similar to that of H1, relying on the widely accepted negative effects of increasing the number of concepts in a model, as well as the notion that, ceteris paribus, more information will take longer to decipher than less. 





2.4.3 Readability Learnability (RLN)


As mentioned in section 2.3, learnability is the improvement in the REF and REN, over successive tasks. We operationalize RLN to be the slope of the curves of REN and REF, over successive tasks, for the same subject. 


Thus, RLN(REF) = �EMBED Equation.3��� where x is the order of the task, in a sequence of m within-subject reading tasks, with x = 1..m. 





Similarly, RLN (REN) = �EMBED Equation.3���where x is the order of the task, in a sequence of m within-subject reading tasks, with x = 1..m.





A lower slope value indicates lower gains in REF or REN, over successive tasks


This leads us to hypothesis 3:


H3(a): A higher NOC will lead to a lower RLN(REF)


H3(b): A higher NOC will lead to a lower RLN(REN)





The theoretical basis for these hypothesis is again the widely held negative effects of increasing NOC, as well as findings in the area of cognitive information processing (Zhu, 1997) (Reeves, 1996) that indicate that a larger amount of information (learning about a larger number of concepts) takes longer to process and learn than a smaller amount. 





Figure 1 displays the research model that is proposed in this work, and the hypotheses that we test. 





�EMBED Word.Picture.8���


Figure 1. Research Model and Directions of Hypotheses





Having developed the hypotheses, we next describe the experimental study and results.








3. EXPERIMENTAL STUDY





3.1 Subject Selection


The experimental design was single factor and between-subjects, with two levels of the independent variable (NOC) being applied. The subjects in both cases were MIS masters level students in a university based in northeastern USA. As subjects signed up for the experiment, they were randomly assigned to either treatment level. All the subjects were in the age range 22-30, and had one year of experience (two courses) in using conceptual data models, with no previous usage of conceptual data models in the work place. As such, the subjects in this study represent beginner professional level systems analysts. It is well known that a random assignment of subjects to different treatment levels eliminates several potential biases attributable to subjects, such as intelligence, previous learning, cultural differences, and language skills. In the base level of NOC, there were two females out of eight and two non-native English speakers (Chinese), with credible English skills. In the higher level of NOC, there were three females out of eight, with two non-native English speakers (Chinese), with credible English skills. 





3.2 Independent and Dependent Variables in the Experiment 


To set the 2 levels of NOC, we used two version of the ERM. The sets of concepts in each version are shown below. 


ERMbase_level_NOC = {entity sets, relationship sets, attributes of entity sets, attributes of relationship sets, primary keys of entity sets}





ERMhigher_level_NOC = {entity sets, relationship sets, attributes of entity sets, attributes of relationship sets, primary keys of entity sets, cardinalities of relationship sets, inheritance, optionality of relationship sets, weak entity sets}





Four schemas were prepared in each ERM, from four different domains by one researcher. The four domains were a library, an academic conference management organization, an MIS department in an organization and a hotel. As an example, the schemas of both ERMS for the library domain are shown in Appendix 1. The schemas for the other three domains were similarly constructed. 





After the schemas were prepared, a set of 10 true/false/can’t tell questions and an answer key was prepared for each schema. Subjects had to answer these questions after looking at the ERM schema for that treatment level. The question sets for the two treatment levels were the same. The percentage of correct answers each subject got was the REF. The inverse of the time each subject took was the REN. Each subject was given the four schemas, one after the other. For the two experimental groups, the sequence was the same: library, academic conference management organization, MIS department in an organization, hotel. 





To minimize inter-researcher bias, the same researcher scored the completed tasks for all subjects. RLN(REF) and RLN(REN) for each subject were measured by performing a linear regression on the REF and REN scores respectively for that subject (each subject had four values of REF and four values of REN, one each for each domain) and using the slope of the line. 











3.3 Experimental Process


At the start of each treatment, the subjects were first refreshed on the concepts behind the ERM that they would be using. As mentioned in section 3.1, they all had a year’s familiarity with ERM based conceptual modeling; however the ideas were refreshed before the experiment. For the base NOC level, the instruction took 20 minutes, while, for the higher NOC level, the instruction took approximately 40 minutes. 





After the instruction, the subjects were told they would be given four schemas, one after the other (only one schema at a time). As an incentive, the subjects were offered $20 to participate in the study, an additional $8 if they got over 90% of the answers right (across 40 questions) and $2 if they finished the study in less than 60% of the maximum time that was allocated. The reasoning behind the incentive scheme was to mimic the kind of motivation that would drive analysts in the real world when reading schemas on projects. Essentially, subjects had a higher incentive to get answers right, and a lower, but finite incentive to take less time than was allocated. The reason for the latter incentive was that if it did not exist, then subjects would essentially take the maximum time they could to perform the study, thereby disallowing the measurement of REN. The entire protocol was pilot tested and worked adequately. 





3.4 Data Analysis


Table 2 shows the raw REF and REN scores for each experimental group, across the four domains. 





�
NOC Baseline �
NOC Higher Level�
�
�
REF�
REN�
REF�
REN�
�
�
50�
0.444444�
100�
0.480077�
�
�
40�
0.444444�
90�
0.413907�
�
�
60�
0.5�
90�
0.395257�
�
�
30�
0.555556�
100�
0.510204�
�
�
60�
0.4�
80�
0.374532�
�
�
40�
0.4�
80�
0.363636�
�
�
50�
0.480769�
90�
0.420168�
�
�
90�
0.520833�
70�
0.47259�
�
�
80�
0.429185�
60�
0.342853�
�
�
50�
0.387597�
90�
0.368189�
�
�
70�
0.666667�
100�
0.422476�
�
�
50�
0.434783�
100�
0.454545�
�
�
60�
0.25�
40�
0.413787�
�
�
40�
0.374532�
60�
0.571429�
�
�
60�
0.414938�
50�
0.469484�
�
�
80�
0.510204�
80�
0.458085�
�
�
90�
0.387597�
60�
0.238095�
�
�
80�
0.460829�
80�
0.25�
�
�
80�
0.5�
80�
0.357143�
�
�
80�
0.520833�
80�
0.3367�
�
�
80�
0.374532�
60�
0.224719�
�
�
60�
0.27933�
70�
0.215983�
�
�
80�
0.387597�
60�
0.285714�
�
�
80�
0.324675�
90�
0.319489�
�
�
80�
0.374532�
60�
0.363636�
�
�
50�
0.434783�
70�
0.283286�
�
�
100�
0.444444�
90�
0.420168�
�
�
90�
0.546448�
100�
0.487805�
�
�
50�
0.374532�
50�
0.245881�
�
�
50�
0.460829�
40�
0.220751�
�
�
60�
0.5�
90�
0.297�
�
�
60�
0.5�
80�
0.331565�
�
Means�
65�
0.440154�
76.25�
0.369036�
�



Table 2. Raw REF and REM Measures for the two treatment levels across domains





A 2-tailed t-test analysis of the difference between the mean REF and REN scores of the two groups across the four domains is shown in table 3. This analysis is equivalent to testing the null hypothesis that the means are equal. Analyzing a single mean across all the domains reduces the bias that may have occurred if only domain (e.g., only the library) had been used, with only one schema for each treatment level�. 





Dependent Variables Tested�
t-value�
2-tailed p value�
�
REF�
-2.5�
0.014�
�
REN�
3.2�
0.002�
�



Table 3. Results of 2-tailed t-test for REF and REN means across the treatment groups








The results in table 3 show statistically significant support for hypothesis H2, and statistically significant support for the contra of hypothesis H1. 





Table 4 shows the raw REF and REN slopes for each subject. 





�
NOC Baseline �
NOC Higher Level�
�
�
REF Slopes�
REN Slopes�
REF Slopes�
REN Slopes�
�
�
-4�
0.038�
0�
0.007�
�
�
10�
0.044�
-2�
0.035�
�
�
-7�
0.03�
13�
0.038�
�
�
8�
0.082�
11�
0.003�
�
�
-3�
0.04�
6�
0.04�
�
�
2�
-0.004�
8�
0.035�
�
�
8�
0.05�
14�
0.05�
�
�
4�
0.04�
14�
0.033�
�
Means�
2.25�
0.04�
8�
0.030125�
�



Table 4. Raw REF and REM Slope values for all subjects in both treatment levels. 





A 2-tailed t-test analysis of the difference between the mean REF and REN slopes of the two groups is shown in table 5. This analysis is equivalent to testing the null hypothesis that the means are equal. 








Dependent Variables Tested�
t-value�
2-tailed p value�
�
RLN(REF)�
-1.825�
0.089�
�
RLN(REN)�
0.97�
0.35�
�



Table 5. Results of 2-tailed t-test for REF and REN slope means across the treatment groups





The results in table 5 show statistically significant support for the contra of hypothesis H3(a) at the 10% level, and no support for hypothesis H3(b).  





Next we discuss the significance of the findings. 








4. DISCUSSION, LIMITATIONS AND FUTURE RESEARCH





4.1 Discussion and Implications


The most surprising finding in section 3.4 is the support for the contra of H1. H1 was based on the notion that if a subject has fewer concepts to think about, they have less cognitive load, and hence should perform more accurately (Zhu, 1997) (Reeves, 1996). Our finding implies that models with more concepts will lead to more accurate conceptualizations of the underlying domain. One potential reason for this is that fewer concepts could lead to greater ambiguity in the mind of the subject, when trying to map back to the underlying domain requirements. This would lead to different interpretations of the domain’s underlying reality by different subjects. Adding more concepts to the model (and the model schema) reduces this potential for ambiguous interpretation. 





The significant support for H2 implies that adding more concepts to a model increases the amount of time it takes to map back to the problem. This finding is in accordance with the widely held view in the cognitive processing literature (see (Zhu, 1997) for a summary) that greater information takes longer to process. 





Taken together, the findings above imply that while model schemas with more concepts will take longer to read, they will lead to a more accurate interpretation of the underlying domain reality. 


The support for the contra of H3(a) at the 10% level, indicates that the learnability of models with a larger number of concepts is faster than for a fewer number. In the context of the experiment done in this study, one possible explanation is that there was very little learning associated with the basic model, since it had few concepts, whereas there was some learning associated with the model with more concepts. 





From table 4, we note that the time required to process the schemas reduces for both treatment levels (a positive slope) as subjects get more experienced in processing schemas. The lack of support for H3(b) indicates that the reduction in time required is not affected by the number of concepts in the model. 





The findings in this study have implications for both developers of new models, as well as for practitioners who use existing models to analyze requirements. For developers of new models, the findings indicate that adding more concepts into a model (such as, for example, UML or the ERM) will actually add to the readability effectiveness of the model schemas. Of course, adding more concepts could cause the models to be harder to use to actually create schemas (Marcos et al., 1999)(Rossi & Brinkkemper, 1996) (Castellini, 1998) (Bajaj, 2000). Adding more concepts will also mean that the time taken to process the model schemas will increase. However, if the goal is to create model schemas that can be useful in communicating to other analysts, or to future maintainers of the system, then adding more concepts is a good strategy. 





From an analyst standpoint, our study can assist in strategies at the beginning of the analysis phase, when decisions are made regarding how many concepts to actually use to create the schemas. Our findings indicate that simplifying the number of concepts that are chosen to be used will reduce the accuracy of the model schemas created, when these schemas are interpreted by other personnel. If one of the goals of using the model is as a communication tool with system maintenance personnel or with other analysts, then a good strategy is to increase the number of concepts that are chosen to be used. For example, instead of using a simplified version of the class diagram in UML, it may make sense to use some of the more recently added concepts, even if they make it harder to create the model schema. Thus, this study introduces the notion of a tradeoff between ease of use when creating the schemas versus the readability of the final schema. 





4.2 Limitations of the Study and Future Research 


The findings of this study used two levels of NOC and their effect on the readability effectiveness, efficiency and learnability. The interpretation of the findings should be taken within this context. Thus, it is quite possible that information overload may creep in if “too many concepts” are used in a model, leading to a negative effect on the readability effectiveness of the schemas. This would be a potential topic for future research. Second, as the value of NOC increases, the effect on learnability may also change, if the model has “too many concepts”. Third, the models used here were data models. It is possible that different results may be used for other types of conceptual models(such as process or workflow models). Replicating this study with other types of models would be a potential topic for future research. Finally, an interesting orthogonal research issue would be to explore if, given the same requirements, NOC affects the actual size of the model schema, and how this affects readability.  
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APPENDIX 1





Figure 1 shows the library schema for the base line NOC model. Figure 2 shows the library schema for the higher level NOC model. The questionnaire following figure 2 was used to measure the mapping from the schema to the underlying domain. The library domain is one of the four domains that were used. 





�





Figure 1. Base Line NOC model library schema





�



�





Figure 2. Higher Level NOC model library schema





Questionnaire to Test Mapping to Underlying Domain


For each question, please select the right choice (only one choice per question). Our answers should not be based on actual library systems, but on what is represented in the model schema:





Every book needs to have at least one subject area


True  						____


False  						____


Can’t tell from the model schema			____





Users can reserve and checkout the same book at the same time


True  						____


False  						____


Can’t tell from the model schema			____





An author can write books in multiple subject areas


True  						____


False  						____


Can’t tell from the model schema			____





A book can be on multiple shelves at the same time


True  						____


False  						____


Can’t tell from the model schema			____





A reading area can be near multiple shelves


True  						____


False  						____


Can’t tell from the model schema			____





From the schema, we can determine which user is sitting on which chair in the library


True  						____


False  						____


Can’t tell from the model schema			____





We can find out the number of books checked out by the user in a year


True  						____


False  						____


Can’t tell from the model schema			____





A book can have multiple checkouts on the same date


True  						____


False  						____


Can’t tell from the model schema			____





We can tell which users are interested in which subject areas


True  						____


False  						____


Can’t tell from the model schema			____





We can tell which author has the most checkouts


True  						____


False  						____


Can’t tell from the model schema			____





� In this work, the terms “conceptual model” or “model” refer to the modeling method. We refer to the application of a modeling method for a particular situation as a “model schema”. 


� While the variation of domains within a subject can be viewed as a separate factor, lending itself to ANOVA, we use each subject’s performance across the domains to measure the learnability of each model. 
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