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ABSTRACT

The readability of a model schema is important in situations where the schemas are created by one team of analysts and read by other analysts, system developers or maintenance administrators. Given the recent trend of multiple model methods (MMM) such as the Unified Modeling Language (UML), that capture different aspects of a requirement specification in different diagrams or models, the effect of this fragmentation of information on the readability of schemas has become increasingly important. In this work, we operationalize readability along three dimensions: effectiveness, efficiency and learnability. We draw on readability theories from cognitive psychology to formulate hypotheses and conduct an experiment to study the effects of fragmentation of information in multiple models on these readability dimensions. Unlike much of the earlier empirical work on readability evaluation that has focused exclusively on comparing models that differ along several dimensions, this research in progress proposes an empirical methodology that isolates the effect of a model-independent variable (the degree of fragmentation) on readability. From a practical perspective, our findings will have implications for both creators of new models, as well as for practitioners who use currently available models for creating schemas to communicate requirements during the entire lifecycle of the system. 

1. INTRODUCTION 

Conceptual models
 play an important role in the area of requirements modeling. Essentially, a conceptual model is a method of documenting elements of an underlying reality. In the area of modeling organizational requirements for an information system (IS), the underlying reality may be described by an ontology that includes concepts like entities, relationships, properties, processes and roles (Wand and Weber 1995). Conceptual model schemas are used as a) a method of either informally or formally documenting end-user requirements, which are initially articulated in a natural language like English, and/or b) a method of optimally designing the subsequent IS. A commonly used example of both a) and b) is the use of the Entity Relationship Model (ERM) (Chen 1976) to capture end-user requirements for constructing a relational database application. Once the requirements are documented in an ERM schema, the ERM schema can then be mapped, using well-known rules, to a measurably good relational schema design. Over a hundred conceptual models have been proposed for requirements modeling (Olle 1986). An excellent summary of the early work in the area of evaluating conceptual models can be found in (Batra and Srinivasan 1992). More recently, (Topi and Ramesh 2002) present a summary of recent empirical studies.
In this work, we consider the readability of a model as the dependent variable. The readability of a modeling method essentially indicates how easy it is to read a model schema and reconstruct the underlying domain reality from the schema. Readability is desirable in situations where the model schemas are created by one team of analysts and then need to be read and interpreted by other analysts, system developers or maintenance administrators during the course of the system’s lifecycle. For example, if a new database administrator requires an understanding of the schemas of existing database applications in the organization, then the readability of the model schemas that were created during the earlier analysis phases of the projects becomes important. Next, we examine the independent variables that have been considered in earlier work. 
Independent Variables In Earlier Empirical Work

The first independent variable is the level of experience and familiarity of the subjects with the conceptual model used. Readers who are more experienced in the underlying conceptual model are thought to perform better at interpreting the schemas as well. In most studies (Brosey and Schneiderman 1978; Palvia, Liao, and To 1992; Hardgrave and Dalal 1995; Peleg and Dori 2000), this variable has been controlled, by using subjects with similar backgrounds for all treatment levels. Second, past studies have attempted to control for the level of familiarity with the domain by utilizing domains that are reasonably familiar to all subjects, and further by randomly allocating subjects across treatment levels. A random allocation reduces the likelihood of small differences in domain familiarity between subjects in different treatment levels. A third variable is the underlying complexity of the requirements for a particular situation, where a more complex set of requirements is harder to reconstruct than a simpler set. This is controlled by utilizing the same requirements case across treatments (Juhn and Naumann 1985; Kim and March 1995; Peleg and Dori 2000). 
Table 1 summarizes some illustrative examples of past empirical work in measuring the readability of conceptual model schemas. Based on table 1, we note an additional independent variable whose effect has been studied: choice of modeling method, with the variables discussed earlier being controlled. While the results of earlier empirical studies have shown whether one model’s schema is more readable than that of another model, there has been very little attempt to explain why any differences were observed. There has been lack of a theoretical basis for the hypotheses that were examined in empirical work, and for explanations of results. For example, finding that the extended ERM (EER) schema is more or less readable than the object–oriented (OO) model (Booch 1994) schema for a particular case does not indicate why this was observed. The problem is that existing models view reality in differing ways, and hence differ from each other along several dimensions. Hence, it is difficult to isolate what aspect of a model may cause more or less readability. 
One possible solution is to identify a set of universal attributes of all models, and then consider treatments that differ along one of these universal attributes. One major step in this direction is the ontological framework called the Bunge Wand Weber framework (BWW) (Wand and Weber 1995; Weber 1997). The BWW framework utilizes an underlying ontology for all information systems. It then compares existing information system models on the basis of the degree to which concepts (or constructs) in the model and the ontology match. For example, a model that does not contain sufficient concepts to capture all the underlying reality is termed to have construct deficit. Another example of this kind of universal attribute is the number of concepts in a model: a property which is common to all models and easily measured. (Bajaj 2004) investigated the effect of the number of concepts in the model on the readability of the schema, after controlling for other factors. 

	Study
	Independent Variables
	Measures
	Results

	(Brosey and Schneiderman 1978) 
	a) Hierarchical v/s Relational Models and b) User Experience
	Questions on domain
	Hierarchical schemas were easier to read by novice users

	(Juhn and Naumann 1985) 
	Semantic v/s non-semantic models
	Questions on domain
	Semantic models subjects identified relationships and cardinalities better

	(Palvia, Liao, and To 1992) 
	O-O versus non O-O
	Questions on domain
	O-O subjects performed better

	(Shoval and Frummerman 1994) 
	EER v/s OO
	True/false questions on domain
	EER subjects interpreted ternary relationships more correctly

	(Hardgrave and Dalal 1995)
	EER v/s OMT
	Ability to understand and time to understand
	OO subjects were significantly faster at answering questions than EER subjects

	(Peleg and Dori 2000) 
	OPM/T v/s OMT/T
	True/false questions on domain
	OPM/T subjects better at comprehension


Table 1. Illustrative past work on the readability of conceptual models

The rest of this paper is organized as follows. In section 2, we operationalize the variables to be used in the study and present the hypotheses and control variables. In section 3, we describe the research study. We conclude in section 4, with a discussion, limitations and implications for future research. 

2. OPERATIONALIZATION OF VARIABLES AND RESEARCH MODEL

The independent variable in this work is the degree of fragmentation in an MMM. Over 50 readability formulae have been proposed in the cognitive psychology literature (Kintsch and Vipond 1979). Common factors include the degree of unfamiliarity of words, and the length of sentences. The comprehensive readability models in (Kintsch 1979; Lesgold, Roth, and Curtis 1979; Fletcher 1986) model the reading of text as a process of acquiring concepts into short term memory (STM), and then linking them with new concepts as they appear in the text. The linked concepts are termed coherence graphs, and are dependent on the reader’s goals. These readability models indicate that the degree to which the reader needs to search long term memory (LTM) in order to link new concepts (which are in STM) is a major predictor of readability. This process of linking new concepts in STM with older concepts in LTM is termed the reinstatement search. More readable texts allow the formation of coherence graphs with concepts that are predominantly in STM, while less readable texts require more switching between STM and LTM in order to form the coherence graphs. Put another way, if the concepts that are required to form the coherence graphs in the text are scattered across the text, then the number of reinstatement searches is more, and the text is less readable for the reader. 
Recent work on readability in cognitive psychology has divided the notion of coherence into structural and explanatory coherence. The “scattering” of concepts discussed relates to the concept of structural coherence in text (McNamara et al. 1996). Increased scattering of related concepts leads to lower structural coherence, and vice versa. Explanatory coherence is another dimension on which coherence may be assessed. Explanatory coherence relates to the degree to which text supplies information that makes explicit the relationships among propositions in the text. Examples of such information include providing synonymous terms, connective ties and supplying background information. Explanatory coherence is analogous to the construct of context, which has also been shown to affect readability (Reed 1988). 

Improving structural and explanatory coherence in texts increases comprehension in readers with low domain knowledge, but it also may reduce active processing during reading, leading to less effective learning. The study presented in (McNamara et al. 1996) showed that learners with sufficient background knowledge actually understand text more deeply when reading less coherent text. Further, these findings are not limited to text-based learning, but apply to a number of other learning tasks. This leads to different hypothesized effects from fragmentation, depending on the background knowledge of the reader. 

More recent work (Caillies, et. al. 2002) has added insight into the effects of such background knowledge. Increased prior knowledge improved comprehension and shortened reading times, an effect found in numerous research settings, but the effect was found to be related to differences in how participants established relationships between a goal, sequences of actions, and their outcome. As stated in that study, “... beginner participants did not establish a relationship between the goal and the outcome when they were distant in the surface structure of the text.”[p. 1] Intermediate and advanced participants did establish such a relationship, and that difference can help explain the differential performance. This distance between related constructs corresponds well with our fragmentation construct. Increasing the level of fragmentation naturally results in related concepts being made more distant to each other. This in turn should lead to reduced performance in comprehension and an increase in the time required for comprehension tasks for models with increased fragmentation.

In this work, we apply ideas already formulated and tested in the cognitive psychology literature to the readability of conceptual models. By their nature, MMMs have information scattered across diagrams. For example, typically the data elements are captured in one diagram, the activity elements in another diagram and the activity logic in a third diagram. The number of reinstatement searches performed by a reader of an MM schema will depend on the coherence graph they are trying to create and the extent to which the information is scattered across the different diagrams. Next, we operationalize fragmentation for our study. 
2.1 Operationalization Of Fragmentation
The degree of fragmentation will depend on the question the reader is trying to answer. In our study, we will control for the goals of each subject, asking the same questions to each subject. For each question asked, we operationalize fragmentation (FRAG) as follows:

FRAG = Number of times the reader has to switch between diagrams in order to correctly the question. 

For a particular schema and question-set, we will pre-determine the FRAG value for each question using experts. 

2.2 Task

The task performed by the subjects in this study will be to read a given schema and then answer questions about the underlying requirements, as implied by the schema. This is very similar to the tasks in earlier work on readability, as shown in table 1. 
2.3 Dimensions of Readability 

In the studies listed in table 1, the most common operationalization of readability is the mean percentage of correct responses of the subjects in each treatment level, when questioned about the schema. In one case, the amount of time taken by the subjects to answer the questions was also considered. In this work, we extend the operationalization of readability and defines it along three different quantifiable dimensions: the effectiveness, the efficiency and the learnability. This need for extended operationalization of dependent variables is recognized in (Wand and Weber 2002) who state: “A method must enable stakeholders to elicit knowledge about a domain…..The effectiveness and efficiency of a method in accomplishing this task is an important issue for empirical research.”

We define readability effectiveness to be the percentage of correct answers given when asked questions about the domain. Readability efficiency is defined as the inverse of the time it takes to answer questions regarding schemas. In addition to these two dimensions, we consider the learnability of the task of interpreting the model schemas when given a particular treatment. Learnability has a strong basis in traditional human computer interaction. For example, (Nielsen 1993) considers learnability or ease-of-learning one of the five basic attributes of usability, in his classic text. Learnability is also recognized by (Shneiderman 1998) as an important metric when tasks are performed using a system. In the context of this study, we define learnability to be the improvement in the dimensions of effectiveness and efficiency of readability, over successive tasks. Our study teases out the effects of NOC on these three dimensions of readability. 

Next, we operationalize these three dimensions of readability, and develop the hypotheses that were tested in this study. 

2.3.1 ReadabilityEffectiveness (REF)

We operationalize REF as the percentage of questions about the domain that the subject can answer. Thus, for each treatment level i, 
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An increase in fragmentation will cause an increase in the number of reinstatement searches required to answer the question. Based on the preponderance of evidence on the strong negative effect of reinstatement searches on readability (Kintsch 1979; Lesgold, Roth, and Curtis 1979; Fletcher 1986), we propose hypothesis 1:
Hypothesis 1:

H1: A higher degree of fragmentation will lead to a lower REF

Next, we discuss readability efficiency. 

2.3.2 Readability Efficiency (REN)

We operationalize REN to be the inverse of the amount of time a subject decides to use to answer the questions in a study, given some reasonable incentive to answer these questions correctly. REN = 
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There is consensus in work on cognitive psychology that STM is much quicker to access than LTM. A greater degree of fragmentation will result in more accesses of LTM, which should take longer. Based on these findings we propose hypothesis 2:

Hypothesis 2:
H2: A higher fragmentation will lead to a lower REN. 

Next we discuss the learnability dimension. 

2.3.3 Readability Learnability (RLN)

As mentioned earlier, learnability is the improvement in the REF and REN, over successive tasks. We operationalize RLN to be the slope of the curves of REN and REF, over successive tasks, for the same subject. 

Thus, RLN(REF) = 
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Similarly, RLN (REN) = 
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where x is the order of the task, in a sequence of m within-subject reading tasks, with x = 1..m.
A lower slope value indicates lower gains in REF or REN, over successive tasks. 
We hypothesize that schemas of models with a higher fragmentation will take longer to learn to interpret. Support for this hypothesis can be found in literature on learning curves, where more complex languages are considered harder to learn (Reeves 1996); (Anderson 1995). Based on this, we develop hypothesis 3:

Hypothesis 3:

H3(a): A higher fragmentation will lead to a lower RLN(REF)

H3(b): A higher fragmentation will lead to a lower RLN(REN)
Figure 1 displays the research model that is proposed in this work, and the hypotheses that we test. 
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Figure 1. Research Model and Directions of Hypotheses

Having developed the hypotheses, we next describe the plan for the experimental study. 
3. EXPERIMENTAL STUDY

3.1 Subject Selection And Controls

The experimental design will be single factor and between-subjects, with two levels of the independent variable (two models with different values of FRAG) being applied. The subjects for this study will be undergraduate junior and senior level business students in a university based in midwestern USA. As subjects sign up for the experiment, they will be randomly assigned to either treatment level. All the subjects will be in the age range 19-30, and have similar academic training in conceptual modeling, with no previous usage of conceptual data models in the work place. As such, the subjects in this study represent end users in a business domain. 
As mentioned in research and statistic texts, such as (Fromkin and Streufert 1976; Wonnacott and Wonnacott 1984), random assignment of subjects to different treatment levels eliminates several potential biases attributable to subjects, such as intelligence, previous learning, cultural differences, and language skills. The same tasks (question sets) will be given to subjects in both the levels. All of these controls are similar to those used in earlier empirical studies in table 1. 

3.2 Independent and Dependent Variables in the Experiment 

In order to maintain internal validity, we needed to vary the fragmentation, but at the same time to utilize models that are at least reasonably similar otherwise. One solution to this was to use two models, such that they have the same concepts, but vary only in the degree of fragmentation. We formulated an activity model (with no process decomposition) along with a basic ERM model. The sets of concepts in each version are shown below. 

EXPTMODELno_fragmentation = {entity sets, relationship sets, attributes of entity sets, attributes of relationship sets, primary keys of entity sets, activities, activity_entity_links, activity_relationship_links }
EXPTMODELwith_fragmentation = {entity sets, relationship sets, attributes of entity sets, attributes of relationship sets, primary keys of entity sets, activities}
Note that the EXPTMODELno_fragmentation. has explicit links between activities and the entity and relationship sets, whereas the EXPTMODELwith_fragmentation has separate diagrams for activities and relationships, and they are not linked. In order to measure the learnability, each level will be assigned four tasks. To implement this, we will construct four schemas for each EXPTMODEL, from four different domains. The four domains are: a library, an academic conference management organization, an MIS department in an organization and a hotel. 
After the schemas are prepared, we plan to prepare a set of 10 true/false/can’t tell questions and an answer key, in advance, for each schema. For example, subjects in both levels will receive the same question set for the library schema, but will see different schemas, one being more fragmented than the other. The schemas for the two treatments will be informationally equivalent, hence the solutions to the questions will be identical across treatments. 
We will control for the possibility that subjects in different levels may have a different a priori understanding of the domains by a) selecting domains with which most people in our society have a reasonable degree of familiarity, and b) minimizing small differences that may exist across treatments by randomly allocating subjects to the two treatment groups.
Subjects will have to answer the questions after looking at the EXPTMODEL schema for their treatment level. As mentioned, the question sets for the two treatment levels are the same. The percentage of correct answers each subject obtains is the REF value for that subject. The inverse of the time each subject takes is their REN value. Each subject will be given the four schemas, one after the other. For the two experimental groups, the sequence will be the same: library, academic conference management organization, MIS department in an organization, and finally a hotel. 

To minimize researcher bias, the previously prepared answer key will be shown to another expert in data and process modeling, to verify that the answer key for each level does indeed provide the correct answers, given the schema. The scoring of the completed tasks for all subjects will be done by one researcher. RLN(REF) and RLN(REN) for each subject will be measured by performing a linear regression on the REF and REN scores respectively for that subject (each subject will have four values of REF and four values of REN, one each for each domain) and by using the slope of the regression line. 

3.3 Experimental Process

Prior to the actual treatment, subjects will receive instruction on reading and interpreting schemas in the model used for their treatment. As a control for prior knowledge, they will be tested on their knowledge, post instruction. To control for instructor bias, the same instructor will teach both groups. 
After the instruction, the subjects will be given four schemas, one after the other (only one schema at a time). As an incentive, the subjects will be offered $20 to participate in the study, an additional $8 if they have a correct score of over 90% (across 40 questions) and $2 if they finish the study in less than 60% of the maximum time that is allocated. The reasoning behind the incentive scheme is to model the motivation that drives analysts in the real world when reading schemas on projects. Essentially, subjects have a higher incentive to get answers right, and a lower, but still finite incentive to take less time than is allocated. The reason for the latter incentive is that if it did not exist, then subjects would essentially take the maximum time they could to perform the study, thereby disallowing the measurement of REN. The entire protocol will be pilot tested first to ensure it works adequately. 
3.4 Data Analysis

In order to evaluate the effects of fragmentation, the following data will be analyzed:
a) A 2-tailed t-test analysis of the difference between the mean REF and REN scores of the two groups across the four domains will be performed. This analysis is equivalent to testing the null hypothesis that the means are equal. Analyzing a single mean across all the domains reduces the bias that may have occurred if only domain (e.g., only the library) were used, with only one schema for each treatment level. This will allow us to test H1 and H2. 

b) The raw REF and REN slope scores across the four domains, with one slope for each subject). A 2-tailed t-test analysis of the difference between the mean REF and REN slopes of the two groups will be performed. This analysis is equivalent to testing the null hypothesis that the means are equal. This will allow us to test H3. 

4. CONCLUSION
In this work, we take the first step towards investigating the isolated effects of fragmenting information in multiple diagrams in an MMM on the readability of its schemas. In order to keep the scope of the study manageable, the treatments consist of two levels of fragmentation for a simple MMM consisting of data and activity diagrams. The interpretation of the findings should be taken within this context. Replicating this study with other types of models will lend greater external validity to theory building in the area. Finally, fragmentation is just one variable whose effects we have investigated here. Investigating the effects of other variables such as the experience of the subjects, the ontological fit and the complexity of the requirements are all important topics for future empirical work in this area. 
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� In this work, the terms “conceptual model” or “model” refer to the modeling method. We refer to the application of a modeling method for a particular situation as a “model schema”.
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