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Abstract. Conceptual models have been evaluated along the dimensions of modeling complexity (how easy is it to create schemas given requirements?) and readability (how easy is it to understand the requirements by reading the model schema?). Much of the historical empirical work in the evaluation area has lacked a theoretical basis for the results. In this work, we propose COGEVAL: A Propositional Framework Based on Cognitive Theories to Evaluate Conceptual Models. We synthesize work from the cognitive literature to develop the framework, and show how it can be used to explain earlier empirical results as well as existing theoretical frameworks. 
1  Introduction

Conceptual models
 are important in the area of information systems (IS) development. Essentially, a conceptual model is a method of documenting elements of an underlying reality. Model schemas may be used as a) a method of either informally or formally documenting end-user requirements, which are initially articulated in a natural language like English; and/or b) a method of optimally designing the subsequent IS. A commonly used example of both a) and b) is the use of the Entity Relationship Model (ERM) [1] to capture end-user requirements for constructing a relational database application. Once the requirements are documented in an ERM schema, the ERM schema can then be mapped, using well-known rules, to a measurably good relational schema design. Over a hundred conceptual models have been proposed for requirements modeling [2], with over 1000 brand name methodologies utilizing these models [3].
Several desirable attributes of modeling methods have been proposed in earlier work. These include a) the adequacy or completeness of the modeling method in being able to represent the underlying reality [4-9], b) the readability of the modeling method’s schemas [10, 11], and c) how easy it is to use the modeling method to represent requirements [7, 12-15]. Many earlier works consider both the effectiveness and the efficiency aspects of a) and b) [16, 17]. The modeling effectiveness is the degree to which modelers can correctly create the schema of a model, for a given requirements case. The modeling efficiency is the amount of effort expended to create the schema. Similarly, the readability effectiveness is the degree to which readers of schema can correctly recreate the underlying requirements. The readability efficiency is the amount of effort taken by readers of a model schema to recreate the requirements. 
Past approaches used to evaluate these models can be broadly categorized into theoretical and empirical work. Theoretical approaches have utilized a priori frameworks to analyze models. Examples of these frameworks include the Bunge-Wand-Weber framework (BWW) [18, 19] that has its basis an ontology previously proposed by Bunge. Models are evaluated based on the degree to which their constructs match the constructs in the Bunge ontology. A second example is a set of content specifications proposed in earlier work [5], that analyze models based on the degree to which the specification is fulfilled by the model. A third example of a priori frameworks is the use of quantitative metrics such as the number of concepts (constructs) in a model, the degree of relationship between constructs, etc. [15, 20, 21]. These quantitative metrics can be used to compare models without the need for empirical work. While all of these approaches offer insights into different models, in general they are all axiomatic, i.e., they have not been empirically validated [16]. 
Empirical approaches in the past have primarily focused on comparing existing models. In most cases, subjects were either a) given a set of requirements and asked to create a model schema or, b) given a schema and asked to reconstruct the requirements. Based on subjects’ responses, the models under consideration were comparatively evaluated for modeling effectiveness, modeling efficiency, readability effectiveness or readability efficiency. Commonly used controls include subjects’ experience with a model, and their level of training in using the model. Examples of past studies include [10, 11, 13, 22].
While the results of earlier empirical studies have shown how one model may have compared with another for the same set of requirements, there has been very little attempt to explain why any differences were observed. There has been lack of a theoretical basis for the hypotheses that were examined in empirical work, or for explaining findings. For example, finding that the extended ERM (EER) schema is more or less readable than the object–oriented (OO) model [23] schema for a case does not indicate why this was observed. The problem is that existing models view reality in differing ways, and hence differ from each other along several dimensions. Hence, it is difficult to isolate what aspect of a model may cause more or less readability, or make one model’s schemas easier to create than those of another. 

Recently, there has been interest in using findings from the cognitive literature to help understand why models may performs differently than others [16, 24-26]. While earlier theoretical work has been axiomatic, and earlier empirical work has been observational, cognitive theories offer a potential theoretical basis for understanding the differences among models. The primary contribution of this work is a propositional framework named COGEVAL, that is based on cognitive theories that we apply to evaluate conceptual models. COGEVAL can be used to analyze empirical differences observed between models, or as a guiding framework for future empirical work in the area. The rest of this work is organized as follows. In section 2, we review past work that has drawn on cognitive theory to evaluate models. The COGEVAL framework is developed in section 3. Section 4 contains the results of applying COGEVAL to understanding a set of earlier empirical studies and an existing theoretical framework. We conclude with guidelines for further work in section 5. 
2  Earlier Work Utilizing Cognitive Theories to Evaluate Models

The psychological paradigm of cognitive science has offered much insight into human problem solving within the information systems field. A number of different approaches have been used in the attempt to incorporate such theory into model evaluation, and the knowledge gained from that work has added to our understanding and interpretation of the existing body of empirical work. As previously suggested, this research may be categorized as theoretical and/or empirical. We first examine some of the theoretical work, and then turn to cognitive-based empirical research.

2.1. Cognitive Theory Approaches to Model Evaluation

[26] present an evaluation framework based on Mayer’s model of the learning process [27]. They recommend evaluating models by considering three antecedents to learning: content (domain information being modeled), presentation method (grammar, language, and/or media of the model), and model viewer characteristics (which include knowledge of both the domain and the modeling technique). Those three antecedents affect knowledge construction, which in turn affects learning outcome and, subsequently, learning performance. The framework does not specify how knowledge and learning are related to attributes of the various modeling techniques, nor does it offer guidance for predicting how different techniques might affect learning; however, it does provide a useful decomposition that can be used in the design of empirical comparisons of the techniques.

[28] provides an overview of Cognitive Work Analysis (CWA) as an approach to analysis, design, and evaluation of human-computer interactive systems. This approach is systems oriented, rather than psychologically-oriented, but of the five levels of analysis it suggests, three are strongly related to psychological theory: activity analysis in decision terms, activity analysis in terms of mental strategies, and cognitive resource analysis of the individual actor (for our purposes, this actor could be either the model designer or model user). As with the Gemino and Wand framework, CWA does not specify how the cognitive aspects interact with the various modeling techniques, but it does offer us another useful decomposition—decision activities, mental strategies, and cognitive resources.

[29] introduce an evaluation approach based on the Theory of Equivalence of Representations (TER) [30]. This theory posits that different representations of information may be compared by examining their equivalence to each other in terms of the information they contain and the computational effort required to extract that information. Their approach also incorporates the Adaptive Control of Thought (ACT) model of human information processing [31, 32], which divides human memory into three categories: working, production, and declarative. Several important concepts are presented in their approach. The first is that if (and only if) two representations can be shown to be informationally equivalent (i.e., the same information can be extracted from each), they may then be compared in terms of efficiency of computation. Another concept is that information presented explicitly is much easier to recognize than information represented implicitly. 

This approach provides insight into why different modeling techniques might provide different performance results. Explicitly represented information should require less computational effort to match declarative memory structures with actions from production memory than should implicitly represented information. This should lead to better performance, in terms of computational efficiency, in using the information models. They suggest that computational efficiency can be assessed by measures of time and accuracy. In addition, differences in production memory rules among model users should also lead to measurable differences in time and accuracy.

In [33], the GOMS model [34] is considered as a tool to evaluate modeling techniques. Testable predictions might be made by comparing the techniques’ differences in Goals, Operators, Methods, and Selection rules. While the GOMS model has its roots in psychological theory, using GOMS as suggested by Siau does not explicitly use such theory in the evaluation of modeling techniques. 
[35] identify a hierarchy of cognitive issues associated with the design of software exploration tools. Their hierarchy is presented as a set of cognitive design elements that support construction of a mental model to facilitate program understanding. These design elements are grouped into those that help improve comprehension and those that reduce cognitive overhead. While oriented toward understanding computer programs, many of the concepts they describe might be adapted to the evaluation of conceptual models. 

2.2. Empirical Approaches to Model Evaluation Using Cognitive Theory

[24] studied the effects of data model, task nature, and system characteristics on user performance in the database query activity. They compared the entity-relationship (ER) and relational data models, as well as visual and textual query writing tools. For a theoretical framework, they used a three-stage cognitive model of database query that divides the activity into formulation, translation, and writing [36]. They hypothesized that data model differences produce an effect mainly at the second stage, where an understanding of the required domain information is translated into a set of required data elements and operations. They further hypothesized that the third stage, producing a query in the required query language format, is most affected by the interface (textual or graphical) used for constructing the theory. They found the choice of data model had more impact on user performance than did choice of user interface in the writing stage.

[37] explored the effects of different diagrammatic representations on the cognitive task of integrating processes during systems analysis and design. Using the Theory of Equivalent Representations explained above, and producing a GOMS model of process integration, they identified differences between four diagramming techniques that should lead to differences in computational efficiency. They analyzed the techniques along two dimensions—the explicitness of the decomposition and the degree of layout organization provided by each technique. Their empirical tests supported the hypotheses that analysis and design errors would be reduced when using techniques that supported more explicit decomposition. Further, design errors were reduced when using techniques that provided an organized layout.

[38] tested the framework for quality assuring information systems proposed by [39]. That framework was based on semiotic theory (the theory of signs), and evaluates quality along three dimensions: syntactic quality (correspondence between the model and the language), semantic quality (correspondence between the model and the domain), and pragmatic quality (correspondence between the model and the model user’s interpretation). The authors used the framework as a basis for evaluating the quality ER models, and found the framework to be valid overall. This suggests that such a theory-based framework might be useful in evaluating the comparative effectiveness of different modeling techniques.
Based on our survey of earlier work, we conclude that a) most evaluation methods in the past have been axiomatic or observational, b) there is emerging interest in applying cognitive theory to understand why models differ, and c) much work still needs to be done in this area. Next, we take a step in this direction with COGEVAL. 

3  COGEVAL: A Propositional Framework Based on Cognitive Theories
We organize the framework along two broad aspects of conceptual model performance: modeling effectiveness and efficiency, and readability effectiveness and efficiency. Next, we propose how existing cognitive theories will affect each of these aspects. 
3.1 Modeling Effectiveness and Efficiency
Capacity theories, originally proposed by [40], assume that there is a general limit on a person’s capacity to perform mental tasks. They also assume that people have considerable control over how to allocate their capacities for the task at hand. Based on these theories, for a given set of requirements, it will be easier to create correct schemas for models that support chunking of requirements, i.e. these models will show greater modeling effectiveness. It will also require less effort to create these schemas, i.e., the models will indicate greater modeling efficiency. For example, allowing lower level processes to be chunked into higher level processes promotes modeling effectiveness in the DFD (data flow diagram) [41, 42]. This leads to our first proposition:
Proposition 1a: The greater the degree of chunking supported by a model, the greater the modeling effectiveness. 

Proposition 1b: The greater the degree of chunking supported by a model, the greater the modeling efficiency. 
Theories of Short Term memory (STM) indicate that STM holds about seven items [43, 44]. Models like the Atkinson-Shiffrin model show how difficult it is to move information from STM to long term memory (LTM) [45]. When creating a model schema, if more than seven different aspects of reality need to be in considered in order to create chunks or parts of the schema, then some of these items will need to be stored in LTM, or in some stable storage. This implies both greater possibility of errors, as well as greater effort to produce the schema. This leads to: 
Proposition 2a: The greater the number of simultaneous items required (over seven) to create schema segments or chunks, the lower the modeling effectiveness of the model. 
Proposition 2b: The greater the number of simultaneous items required (over seven) to create schema segments or chunks, the lower the modeling efficiency of the model. 

Theories of semantic organization indicate how items are organized in LTM [46]. Spreading activation theory depicts concept nodes joined by relationship links, with stronger links having shorter lengths [47]. The model schema creation process can be considered to take concepts and relationships in the LTM of users, and capture them in the schema. Models like the ERM whose constructs allow for the creation of concept node- relationship arc schemas will offer greater modeling effectiveness as well as greater efficiency than models like the relational model whose constructs require that the semantic network in LTM be mapped to the models constructs. This gives us:
Proposition 3a: The more similar a model’s constructs are to the concept node – relationship arc depiction of information the greater the modeling effectiveness.  

Proposition 3b: The more similar a model’s constructs are to the concept node – relationship arc depiction of information the greater the modeling efficiency.  

The levels-of-processing theory [48] divides cognitive processing into three levels of increasing depth: structural, phonemic and semantic. When creating a model from a set of requirements, structural processing will occur when the modeler tries to make sense of the surface structure of the requirements, by answering questions such as: who performs what tasks, and what overall data do they need? Phonemic processing involves questions such as the names of the different data elements, and understanding the terms used in the organization. Semantic processing will occur when a deep understanding of each concept in the requirements, and their relationships is understood, in essence when the modeler starts to develop a semantic network in LTM similar to that of the experienced users in the domain. Since structural processing requires less processing, a model whose constructs require only structural processing to create schemas will offer greater modeling effectiveness and greater efficiency. For example, creating a listing of just the high level activities will be easier and faster than creating a detailed data flow diagram of a domain. This leads to:
Proposition 4a: The greater the amount of semantic processing required to create a schema, the less the modeling effectiveness of the model. 

Proposition 4b: The greater the amount of semantic processing required to create a schema, the less the modeling efficiency of the model. 

3.2 Readability Effectiveness and Efficiency
Structural theories of pattern recognition indicate that patterns that have important relational information missing are more difficult to discern [49]. This implies that it will be harder and more error-prone to reconstruct the requirements from schemas where important relational information is missing. The BWW framework recognizes this as construct deficit. Thus, we have:

Proposition 5a: The greater the lack of relationship information in a model, the lower the readability effectiveness of the model. 

Proposition 5b: The greater the lack of relationship information in a model, the lower the readability efficiency of the model. 

A review of pattern recognition studies in [50] found that it was easier to recognize sub-patterns when they formed a larger more recognizable pattern. Thus, a letter was more easily recognized if the whole word was provided. This indicates that models that support the chunking of different items in the requirements will provide more readable schemas. Support for this also comes from capacity theories of cognition, where the chunking of items increases the number of items to which attention can be paid. 
Proposition 6a: The greater the degree of chunking allowed by the constructs in a model, the greater the readability effectiveness of the model. 
Proposition 6b: The greater the degree of chunking allowed by the constructs in a model, the greater the readability efficiency of the model. 

In the area of language comprehension, contextual facilitation has been shown to influence how words are understood [51]. Essentially, words activate concepts in LTM; and a threshold level of activation retrieves the concept in STM. If the retrieved concept is compatible with the next words, it remains; otherwise its activation quickly decays. When several words fit the same concept, they are understood faster. This implies that models that have constructs to provide context will allow for more readable schemas. For example, schemas in the ERM that utilize the role construct to describe the role of entity sets in relationships will be more readable than schemas without the role construct. This leads to:
Proposition 7a: The greater the degree of requirements’ context provided by a models constructs, the higher the readability effectiveness. 
Proposition 7b: The greater the degree of requirements’ context provided by a models constructs, the higher the readability efficiency. 

A comprehensive theory of readability by [52] highlights the influence of text organization on comprehension. Text that requires constant searches in LTM to process new ideas, i.e., that has “scattered ideas”, is less readable. This theory indicates that models whose constructs scatter information across different diagrams, for example, will lead to poorer readability. For example, depicting the data and the process aspects of the same business function in different diagrams will lead to poorer readability than if they were depicted together. This gives us:
Proposition 8a: The greater the degree of fragmentation of requirements by the constructs of a model, the lower the readability effectiveness of the model. 
Proposition 8b: The greater the degree of fragmentation of requirements by the constructs of a model, the lower the readability efficiency of the model. 

The propositions in COGEVAL are summarized in table 1. 

Table1. Summary of the COGEVAL Framework.

	Dimension (
	Modeling Performance
	Readability

	Aspect (
	1a (Chunking ()
	5a (Relationship information in schema()

	Effectiveness
	2a (Simultaneous items over 7 ()
	6a (Chunking ()

	
	3a (Similarity to concept node-relationship arc ()
	7a (Requirements context ()

	
	4a (Semantic Processing () 
	8a (Fragmentation of Requirements ()

	
	
	

	Efficiency
	1b (Chunking ()
	5b (Relationship information in schema()

	
	2b (Simultaneous items over 7 ()
	6b (Chunking ()

	
	3b (Similarity to concept node-relationship arc ()
	7b (Requirements context ()

	
	4b (Semantic Processing () 
	8b (Fragmentation of Requirements ()


Next, we demonstrate how COGEVAL can be used to understand empirical results and theoretical frameworks in earlier work, as well as to design better experiments in the future. 
4  Understanding Empirical Results with COGEVAL

COGEVAL forms a theoretical basis to understand earlier works that evaluated the readability and the modeling complexity of models, and to understand earlier theoretical frameworks, such as the BWW framework. Since most earlier studies have focused on effectiveness, we focus here on complexity and readability effectiveness, with the note that a similar argument would hold for efficiency. While a large number of studies make up the literature, for space reasons, we focus here on a subset of studies, selected to illustrate the explanatory power of COGEVAL.
4.1 Understanding Past Results in Modeling Complexity

In an early study [14] found that schemas produced using the relational model were better than schemas produced using NIAM. This can be explained by proposition 1a that indicates that the greater the degree of chunking supported by a model, the easier it is to create schemas. 
[22] showed that subjects created ERM schemas more correctly than relational schemas. This can be explained by proposition 1a (the greater the chunking the more correct the schema), and proposition 3a (the more similar the model’s constructs are to a concept-node arc, the better the schemas). Support for this is also found in proposition 4a, since a greater degree of semantic processing would be required to create the relational schema, since semantic concepts will need to be translated into tables, as opposed to simply drawing them in the ER model.
In more recent studies, [53] found EER schemas to be of better quality than OO schemas, while [54] found the DFD model perceived as easier to use than the OO model. Since both the EER model and the DFD model have concept node-relationship arc type schemas, proposition 3a supports these results. 

[24] looked at complexity in the experimental task (creating database queries) rather than in the modeling techniques themselves. One outcome of their study that they could not explain (and that was noted as a peculiarity) was the difference between SQL and QBE for performing queries. There was no statistical difference between the two when performing simple queries, but there was significantly lower performance for SQL when performing complex queries. This may be explained similarly to the above discussion of [22]. The table-relationship combination of QBE leads to the better performance predicted by the same three propositions—QBE allows for greater chunking; offers more similarity to a concept node – relationship arc; and less semantic processing, as information is already presented in tables and does not have to be translated. 
4.2 Understanding  Past Results in Readability

In an early study, [6] found that schemas using the hierarchical data model were easier to read by users. The hierarchical model allows for greater chunking and highlights the relationships between the data to a greater degree than the relational model. The relational model is more fragmented, and normalization leads to information about the same object being scattered across many relations. The result of this study can be explained by the following:  proposition 5a, that indicates that more relationship information in a schema increases readability; proposition 6a, which states that greater chunking leads to greater readability and proposition 8a, that states that a more fragmented schema will be less readable. 

In a later study [55] showed that semantic models allowed subjects to identify relationships and constraints like cardinalities more effectively than non-semantic models. Semantic models show the relationships between the data explicitly, allow for chunking, usually provide greater context and have lower fragmentation. Hence, the results are explained by propositions 5a, 6a, 7a and 8a in the COGEVAL framework. 

In their comparison of the EER model with the OO model, [11] found that subjects interpreted ternary relationships more correctly with the EER model. This can be explained by proposition 5a in COGEVAL, which states that the more the relationship information provided by the model’s constructs, the higher the readability. 

In a comparison of OMT with OPM/T, [56] found that OPM/T subjects were more effective at reading the model schema. Proposition 5a and 7a can be used to explain these results, since the OPM schemas show more relationship information and provide greater context. 

In the comparison of process modeling techniques discussed in 2.2 above, [37] found significantly fewer errors in diagram integration where models allowed greater decomposition and where they provided an organized layout. Our proposition 3a predicts such a result, as the models with greater decomposition in their study are techniques that more closely resemble the concept node – relationship arc depiction than do the non-decomposition techniques. Similarly, a diagramming technique providing organized layout would both decrease the amount of semantic processing required (proposition 4a) and increase the degree of requirements’ context provided by the diagram (proposition 7a).

In a comparison of the ER and relational models, [24] found significantly better performance for the ER model. They hypothesized that this effect occurred mainly in the query translation stage, where users decide what on relevant model elements and the operations to be preformed on those operations. As in the study by [55], these results are explained by propositions 5a, 6a, 7a and 8a in the COGEVAL framework.

4.3 Understanding the BWW Framework

The BWW framework [18, 19] utilizes the Bunge ontology to evaluate conceptual models. In this framework, a model can have construct deficit (constructs in the ontology are missing in the model), construct overload (the same construct in a model maps to more than one construct in the ontology), construct redundancy (the same construct in the ontology maps to more than one construct in the model) and construct excess (the model has constructs not found in the ontology). Let us explore each of these in the context of COGEVAL. 

Construct deficit leads to greater semantic processing when creating a model (proposition 4a). It can lead to a lack of relationship information (proposition 5a), lower chunking (propositions 1a and 6a) lower degree of context (proposition 7a). Hence construct deficit can increase modeling complexity and lower readability. 
Construct overload again can require greater semantic processing to decide which of the multiple constructs in the ontology is appropriate, implying greater complexity based on proposition 1a. A similar analysis holds for construct redundancy, when multiple constructs in the grammar are considered to model an ontological construct. For example, in the ER model, the same object in the requirements can be modeled as a relationship or an entity set, leading to greater complexity when creating schemas. 

Construct excess can imply that more simultaneous items are needed to create schema chunks (proposition 2a), as well as greater fragmentation of information (proposition 8a), leading to greater complexity and lower readability. For example, when creating a detailed relational schema, several constructs such as size of table space, growth factor of table space, check clauses on columns, etc can result in greater complexity, and lower readability. 
The above examples illustrate how COGEVAL can be used as a theoretical framework to understand empirical work as well as existing frameworks. 
5  Conclusion

In this work, we created a propositional framework called COGEVAL, based on theories in the area of cognition. We showed how COGEVAL can be used to understand existing findings and frameworks. It represents a theoretical, top down framework with which to explain existing axiomatic beliefs and observational findings in the area. It can also be used to provide a basis for future empirical work. In our future research, we plan to use COGEVAL as a starting point to formulate measures for the different constructs developed in this work, develop hypotheses for empirical studies and to provide for adequate experimental controls. 
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� In this work, the terms “conceptual model” or “model” refer to the modeling method. We refer to the application of a modeling method for a particular situation as a “model schema”. 
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