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ABSTRACT

Previous work on evaluating the ease-of-use of conceptual models has compared models as a whole, without paying much attention to the ease-of-use of the underlying concepts in the model. In this work we propose the EOUC (ease-of-use of a concept) experimental methodology to provide both objective and perceptual ease-of-use measures for each concept in a model. The EOUC methodology provides for a statistically significant ease-of-use profile for each individual subject in the study, as well as for the aggregate subject sample. It also provides aggregate ease-of-use measures for the entire model, allowing models of different sizes to be compared. Measuring the ease-of-use of each concept in a model pinpoints the “weak links” in a model. This allows creators of modeling methods, designers of tools that support these models, as well as analysts who use these models, to either provide greater support for the harder-to-use concepts, or to re-define these concepts so they become easier to use. 

1. INTRODUCTION

Conceptual models
 play an important role in the area of requirements modeling. They are used as a) a method of documenting (either formally or informally) end-user requirements, which are initially articulated in a natural language like English, and/or b) a method of optimally designing the subsequent information system (IS). A commonly used example of both a) and b) is the use of the Entity Relationship Model (ERM) [Chen, 1976] to capture end-user requirements for constructing a relational database application. Once the requirements are documented in an ERM schema, the ERM schema can then be mapped, using well-known rules, to a measurably good relational schema design. Over a hundred conceptual models have been proposed for requirements modeling [Olle, 1986]. 

Essentially, a conceptual model is a method of documenting elements of an underlying reality. In the area of modeling organizational requirements for an IS, the underlying reality may be described by an ontology that includes concepts like entities, relationships, properties, processes and roles [Wand and Weber, 1995].

A survey of the literature on the evaluation of modeling methods reveals several desirable attributes for conceptual modeling methods. These include the adequacy or completeness of the modeling method in being able to represent the underlying reality [Amberg, 1996; Bajaj and Ram, 1999; Brosey and Schneiderman, 1978; Kramer and Luqi, 1991; Mantha, 1987; Moynihan, 1996], the readability of the modeling method’s schema(s) by end-users [Hardgrave and Dalal, 1995; Shoval and Frummerman, 1994], and how easy it is to use the modeling method to represent requirements [Bock and Ryan, 1993; Kim and March, 1995; Kramer and Luqi, 1991; Shoval and Even-Chaime, 1987]. Excellent summaries of past studies that evaluate modeling methods using different criteria are presented in both [Batra and Srinivasan, 1992] and [Kim and March, 1995]. 

Previous early work on evaluating the ease-of-use of modeling methods (e.g.,,[Batra, Hoffer, and Bostrom, 1990; Brosey and Schneiderman, 1978; Durding, Becker, and Gould, 1977; Jarvenpaa and Machesky, 1989; Kim and March, 1995; Ridjanovic, 1986; Shoval and Even-Chaime, 1987]) was experimental in nature and consisted primarily of a) comparing one conceptual model to another, with both models taken in their entirety, and b) providing the subjects with a relatively simple requirement specification to model. The dependent variable was usually the accuracy of the schemas in the models being compared. The findings in this early literature reveal little about the ease of using a modeling method for a realistic, large-scale set of requirements (typically found when modeling an enterprise), and no information at all about the relative ease-of-use of different concepts both within a conceptual model or across different conceptual models. 

More recent work in the area has attempted to posit factors that affect ease-of-use [Brinkkemper et al., 1994; Brown and Carney, 1993; Castellini, 1998; Kubalski et al., 1993; Marttiin et al., 1995; Rader, Morris, and Brown, 1993]. Some of this work, (e.g., [Brinkkemper et al., 1994]) has focused on the complexity of using the actual software that provides the modeling method such as a Computer Aided Software Engineering (CASE) tool. Other work (e.g., [Bajaj, 2000; Castellini, 1998; Marcos, Cervera, and Fernandez, 1999; Rossi and Brinkkemper, 1996; Siau and Cao, 2001]) has proposed or used non-empirical metrics to measure the complexity of modeling methods. Examples of these metrics include the total number of elements in the modeling method and the number of elements in a model that fall into pre-defined categories, where the categories are assumed to have fixed levels of complexity. Again, the measurement of ease-of-use at the concept level (meaning a measure for each concept in a model) has been ignored.

The primary contribution of this work is that it proposes an experimental methodology that yields ease-of-use measures for each concept in a model. This allows the comparison of concepts both within a single model, as well as across different models. Knowledge of the ease-of-use of each concept in a model can answer questions such as a) what concepts would be the major sources of error when a particular modeling method is used? and b) what concepts in a modeling method need to be redefined, in order to achieve a higher ease-of-use. The methodology proposed here also allows the construction of an aggregate ease-of-use measure for the entire conceptual model, thereby allowing different models to be compared.

The rest of this paper is organized as follows. In section 2, we present a review of previous work in evaluating ease-of-use. In section 3, we develop the EOUC methodology. The conclusion and directions for future research are presented in section 4. 

2. PREVIOUS WORK IN EVALUATING THE COMPLEXITY OF MODELING METHODS
Previous research in this area can be divided into two broad categories. The first category consists exclusively of experimental comparisons between single existing models (usually semantic data models). The goal was usually to discover how easy a particular modeling method was to use, when compared to another method, independent of the software tools used to support the model. The input requirements used in these studies were often simplistic when compared to the real world. This was recognized in [Kim and March, 1995], who attempted to reduce the “context simplification” found in previous studies by using a more realistic case. The dependent variable was usually the quality of schemas produced in the modeling methods under study, with regard to both syntactic and semantic errors, and in some cases the perceived ease-of-use. The subjects used were usually students with some training in the modeling methods. Table 1 lists a representative sample of experimental studies. 

	Study
	Subjects
	Modeling Methods Compared
	Dependent Measures
	Findings

	[Ridjanovic, 1986]
	MIS MBA non expert students
	Logical data structure (LDS) and Relational Model
	Quality of Schemas
	LDS subjects identified more relationships, while relational subjects identified more attributes. 

	[Jarvenpaa and Machesky, 1989]
	Students in Introductory IS course
	LDS and Relational
	Quality of Schemas
	LDS produced fewer errors

	[Shoval and Even-Chaime, 1987]
	IS graduate students
	Relational and Nijssen Information Analysis Methodology (NIAM) 
	Quality of Schemas
	Relational better than NIAM

	[Batra, Hoffer, and Bostrom, 1990]
	Students in introductory IS course
	ERM and Relational
	Quality of Schemas
	ERM better than Relational

	[Kim and March, 1995]
	Analysts in industry with bias towards extended ER model (EER)
	EER model and NIAM
	Quality of Schemas and Perceived Ease-of-use
	EER better than NIAM, because analysts were more familiar with EER

	[Shoval, 1996]
	Undergraduate IS Students
	EER and object oriented (OO) 
	Quality of schemas and preferences
	EER better than OO

	[Wand, Gemino, and Woo, 1997]
	Graduate & Undergraduate Students in business administration and computer science
	OO and data flow diagram (DFD)
	Perceived Ease-of-use
	DFD better than OO


Table 1. Listing of Representative Experimental Studies that Evaluate the Ease-of-use of Models 

The second category of work posits non-empirical measures for ease-of-use, again for an overall model or a multiple model method (MMM) such as the Unified Modeling Language (UML) [Booch, Jacobson, and Rumbaugh, June 1997]. Thus, Marcos, Cervera, and Fernandez [1999] defined a size metric (the number of concepts in the model) and the relationships metric (the number of relationship pairs between concepts within a model). They analyzed five models, and concluded that the ERM is the least complex, while UML is the most complex. Rossi [1996] also defined metrics to evaluate the complexity within a model. These metrics measure the number of objects, the number of relationships between the objects, and the total number of properties (of objects and relationships) in a model. He also proposed aggregate metrics, one of which compares the degree to which an object is described by its properties versus its relationships. This framework was used in [Siau and Cao, 2001] to measure the complexity of UML. Castellini [1998] explicitly recognized the complexity caused by interdependencies between elements in different models of an MMM, and proposed a charts of concepts approach to evaluate the size, complexity and the errors in definition of an MMM. The metrics in this approach involve grouping the concepts in an MMM into charts, and then evaluating the number of concepts per group, as well as in total. The complexity is evaluated by measuring the overlap in the charts (the number of charts in which a concept occurs), and there are several metrics that evaluate the definition dependencies between concepts. The errors in an MMM include the presence of circular definition dependencies, where a concept ends up defining itself. Finally, Bajaj [2000] proposed four measures to measure the scalability of modeling methods: the number of concepts in a model, the degree of ambiguity of concepts within a model, the degree of repetition of concepts across different models in an MMM and the degree of consistency required across different models in an MMM, to maintain a consistent view of the underlying reality. 

Given this survey, we conclude that first, both categories of work attempt to measure an overall ease-of-use associated with a model or an MMM. Second, we note that, given the input requirements used in most of first category of work, the findings reveal little about the ease of using a model for a realistic, large-scale set of requirements (typically found when modeling an enterprise). An experimental evaluation of the ease-of-use of each concept has, to the best of our knowledge, not been proposed in earlier work.

Empirically grounded knowledge of the ease-of-use of each concept in a model (or an MMM) can be useful because it can predict which concepts will lead to greater error when the model is used, and hence which concepts should be redefined in order to make the overall model easier to use. This knowledge also provides aggregate ease-of-use measures, for the entire model or MMM, similar to those found in earlier works. 

Next, we propose the ease-of-use of a concept (EOUC) methodology. 

3. EOUC: THE EASE-OF-USE OF A CONCEPT METHODOLOGY

The EOUC methodology draws from and improves on earlier experimental studies that have measured the ease-of-use of models. EOUC is different from earlier experimental studies in that it a) develops a statistically valid EOUC profile for each subject, and b) it provides ease-of-use values for every concept in the model (or MMM). 

As mentioned in section 2, the size of the requirement specification in earlier work is usually small, so that each concept in a model is used only a few times (less than ten usually) by a subject. E.g., if the ER model is being studied, then a typical requirement specification would entail the use of a small number of entity sets, relationship sets, attributes and cardinalities. This means that each subject only gets to use each concept a small number of times, thereby creating a potential violation for both internal validity and external validity. A violation of internal validity would occur if the requirement specification were inherently biased in favor of one concept or one model (for example the ER model) over other concepts or another model (for example the UML), thereby distorting the result. A violation of external validity occurs because there is no theory, to the best of our knowledge, that allows us to extrapolate the ease-of-use measures found in a small specification, to ease-of-use measures that would be found if the subject had to model a large, real-world specification. Put another way, using a single, small requirement specification does not tell us, in any significant way, how the subject would use the model if another specification were given to them. This is the reason why previous studies have not been able to develop a statistically significant individual profile for each subject. 

Instead of concentrating on individual profiles, previous studies have looked at finding statistically significant results across the entire subject sample. This usually involves creating confidence intervals (equivalent to hypothesis testing) where a typical null hypothesis would be that two models are equally easy (or difficult) to use. 

In EOUC, we focus on seeking statistically significant results for both every individual subject, and across the sample. To do this, the EOUC methodology requires that each subject get exposed to several requirement specifications (or one large specification that describes so many requirements that it can be split into several specifications). Intuitively, this exposes each subject to a sufficient number of occurrences of each of the concepts so that a statistically significant EOUC profile can be create for each subject. 

Similar to previous work, EOUC obtains a statistically significant result across the entire subject sample as well. This involves creating a confidence interval for the ease-of-use measures for each concept, across the entire sample. 

Having described the intuition behind EOUC, we next describe the measures used in the methodology. 

3.1 Measures Used in EOUC

Similar to many earlier studies described in section 2, EOUC has both an objective as well as a perceptive measure of ease of use. The objective measure (OM) represents the number of errors of omission (where a concept should have been used but was not) and commission (where a concept was incorrectly used)
. The measure is normalized by the total number of correct uses of that concept for that specification. 

For each subject, for each concept, for each specification:

OM = (number of errors of omission + number of errors of commission) *100

                Number of instances of correct uses of the concept 

For example, if a subject gets to model 20 requirement specifications, then we will see 20 OM values for each concept in the model for that subject. 

The perceptive measure (PM) is based on the extensive literature on evaluating the perceived ease of use of technology (e.g, [Davis, 1986; Mathieson, 1991]). The instrument consists of four measures and is shown in Appendix 1. The PM measure is simply the mean value of the four measures, where each measure takes on a 1-7 range of values, with 1 being very hard to use and 7 being very easy to use. 

We get one value of PM for each subject, for each concept, but only once across all requirement specifications. 

Having described the measures, we next present the sequence of steps to be performed to use the methodology, including analyses. 

3.2. Sequence of Steps in EOUC

We present the sequence of steps to be followed in the following areas: subject selection, requirement specification formulation, study administration, data analysis and potential discussion issues. 

3.2.1 Subject Selection

From a theoretical perspective, an ideal method to select subjects would be to identify a population and randomly select subjects from there who have not been exposed to any of the model(s) under consideration. These subjects would be trained equally in the model(s) whose concepts are being evaluated. From a practical point of view this is extremely difficult, and as shown in section 2, students have been the usual subject population for past studies. In the area of model evaluation, there is nothing inherently wrong with using students as a proxy for systems analysts, provided that the students have received approximately equal training in the use of all the models under consideration, and as compared to each other. Thus, subjects should receive approximately equal training in each of the models that are used for comparison. In other words, the level of expertise in using the model should be controlled. This level of expertise may be at the novice level (implying an hour or two of instruction) or an advanced level (implying a few days or weeks of instruction); in either case the level of expertise needs to be controlled for the purpose of experimental comparison. 

In terms of sample size, the usual caveats of selecting too small a sample (which reduces the power of the study) or too large a sample (which gives great power but also yields statistical significance when the actual differences between confidence intervals may be small) apply here. Thus a reasonable sample size that affords between twenty and forty degrees of freedom is appropriate. An in depth discussion of sample size determination can be found in several statistical books (e.g., [Wonnacott and Wonnacott, 1984]). 

3.2.2 Requirement Specification Formulation

As mentioned in section 3, the use of one small specification has been common in previous studies. In order to ensure better internal and external validities, EOUC proposes the use of a set of requirement specifications, where each subject is evaluated for all the specifications. This ensures that each subject faces a sufficient number of occurrences of each concept to allow us to create confidence intervals for the OM and PM measures for each concept for each subject. We term this set of intervals the EOUC profile of each subject. 

In terms of the number of requirement specifications to be used, again the usual caveats of using too few specifications (less power) or too many (statistical significance without “real” significance) hold (see section 3.2.1 above). Again, a degree of freedom of between 20 and 40 is appropriate. 

3.2.3 Study Administration

The study should be administered as follows. 

a) The subjects should be trained equally in all the model(s) whose concepts are of interest. Care should be taken that subjects do not have previous biases towards any of the model(s). If a within-subjects design (meaning each subject gets to use all the models) is used, then the order of instruction and usage of the models should be randomized for each subject. If a between-subjects design (meaning each set of subjects works on only one model) is used, then the assignment of subjects to each model should be randomized. 

b) The subjects should be presented the requirement specifications, with suitable breaks between each, so that fatigue is not a factor. For each specification, the model schemas of each subject should be collected. 

c) At the end of the study, each subject should fill in the PM questionnaire (Appendix A) once. 

d) The schemas should now be graded. Ideally, all the model schemas should be graded by the same person. In addition, to test for external validity of the scores, a random sample of the model schemas should be graded by another expert and the scores should be tested for similarity. 

3.2.4.  Data Analyses

The EOUC methodology provides data at the individual profile level, a well as at the sample level. The OM profile for a subject i for a concept c is the confidence interval
 for the OM scores of i for c across all the requirement specifications. The PM profile for a subject i for a concept c is simply the PM value for c given by i. 

Across the sample, the OM value for a concept c is the confidence interval constructed using the mean OM score of all subjects for c. Similarly, the PM score across the sample is the confidence interval constructed using the PM score for all subjects for c. 

In order to get the ease-of-use measures for an entire model (or MMM), we consider both the mean OM and PM values for each concept, across the subject sample, as input data. The mean of these values gives us the overall OM and PM of the model. The variance of these values gives an indication of how consistently easy or difficult to use the model is. We note that these measures are comparable across models with different numbers of concepts. This is in contrast to previous work, where usually the total number of errors is used for an objective measure, and there is no way to measure the consistency of the ease-of-use of a model or MMM. 

3.2.5. Potential Discussion Issues

While the discussion issues for a particular implementation of EOUC are clearly predicate on the results of that data, we present a few potential issues here. If significantly different ease-of-use is found for certain concepts, then there are implications for both using the model in industry as well as teaching the model in university curricula. For example, if the cardinality concept in the ER model is found to be significantly harder to use
 than the entity set, relationship set and attribute concepts, then the implications are that a) CASE (Computer Aided Software engineering) tool designers may rethink the utility of the cardinality concept when they support the ER model, and may choose to either make it easier to manage, or perhaps to eliminate it altogether from their tools, b) a new ER model may be proposed with an easier to use cardinality concept, c) university courses that teach the ER model may spend more effort on the cardinality concept, or simplify it’s usage in the ER model “version” that they teach, and d) systems analysts in industry may re-evaluate if they want to use the cardinality concept. 

4. CONCLUSION

In this work, we proposed EOUC, an experimental methodology that measures the ease-of-use of the individual concepts within a model, as well as of the entire model or MMM. From an academic perspective, this work departs from previous work in that a) it proposes the use of multiple requirement specifications for a study, thereby generating statistically significant ease-of-use profiles for individual subjects, and controlling for potential problems in internal and external validity of findings, and b) providing measures that can be used to compare models of different sizes (as measured by number of concepts) in terms of both ease-of-use as well as consistency of ease-of-use. 

From a management perspective, EOUC can be used as a benchmarking method to provide ease-of-use values for modeling methods and MMMS. It can point out the “weak” links in commonly used modeling methods (the concepts that are significantly harder to use) and can potentially increase the correctness and efficiency of requirements modeling, which is well known as a prerequisite for building systems, and often a significant cause of systems failure. EOUC can enable CASE tool designers to provide greater support for harder to use concepts in a model, and can allow the creators of these models to re-define these concepts.  Finally, EOUC can increase the quality of instruction in university curricula, by highlighting which concepts in a model need to be given extra attention when teaching future systems analysts and IS managers. 

This work is part of a larger project that aims at developing a comprehensive framework to evaluate the ease-of-use of modeling methods. In our future work, we plan to implement EOUC to gain insights into and comparisons between the ease-of-use of commonly used modeling methods such as UML. 
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APPENDIX 1

Instrument for Measuring the PM metric used in EOUC
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Using the scale above, please check one box for each of the questions below. the box list is under each question. Check only one box from each list, for that question. 

1.I believe that <concept name> is cumbersome to use. 

(
(
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2. My use of <concept name> requires a lot of mental effort. 

(
(
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(
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3. Using <concept name> is often frustrating. 

(
(
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(
(
(
(
4. Overall, I believe that <concept name> is difficult to use. 

(
(
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(
(
(
� In this work, the terms “conceptual model” or “model” refer to the modeling method. We refer to the application of a modeling method for a particular situation as a “model schema”. 


� In some of the earlier studies (e.g., � ADDIN ENRf8 ��[Kim and March, 1995]�), syntactic errors have been used as well. We ignore this, since these will usually not exist once the subjects have achieved sufficient proficiency in the model. In a sense, syntactic errors measure the learnablity of the model, which is not the focus in EOUC. 


� Confidence intervals in research studies are usually constructed with p-values of 0.05. 


� This example is for discussion purposes only. 
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