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Abstract

In this chapter, we discuss research conducted at a leading avionics and missile guidance systems manufacturer to identify the key managerial drivers in the design phase of new product development (NPD) projects. Three factors were found to significantly influence the time and financial performance metrics in the design and manufacturing phases. Our model recommends higher levels of managerial oversight, lower levels of specialization and selective interaction with customers in environments where manufacturing budgets dominate. The model also captures the interdependencies between the design and manufacturing phases of NPD. It reinforces concepts such as design for manufacturing and systems integration by project managers. The factors we examine integrate several concepts from marketing, operations and engineering management for high technology environments. 

1. Introduction.

The aerospace industry provides several opportunities to investigate the drivers of new product development (NPD) efforts for complex products requiring intensive outlays to meet the ever-changing needs of the defense sector. Examples of such products include missile guidance systems, advanced avionic systems and flight simulators. Manufacturers such as Lockheed Martin, United Technologies and Boeing constantly face intense pressures to satisfy the diverse needs of their customer base, and at the same time have tight schedule commitments and budget constraints. Typical products in this industry require significant design outlays, with unique challenges to manage the NPD projects and coordinate across the large number of specialists and generalists involved in the various stages of project execution. Budget overruns and schedule slippages are key metrics deployed to track the performance of projects. This chapter reports findings from a recent field study in this industry to identify strategies to improve NPD performance. 

This issue of NPD performance has been extensively researched in the academic literature Several concepts such as concurrent engineering, design for manufacturing (DFM) and the use of cross functional teams have been proposed to improve the time and financial performance (Cohen, Eliashberg, & Ho, 2000; Eppinger, Fine, & Ulrich, 1990; Krishnan & Ulrich, 2001; Brown & Eisenhardt, 1995; Chakravarty, 2001; Novak & Eppinger, 2001). From a project management standpoint, numerous factors such as design team composition, intensity of customer interaction, degree of oversight by the project manager and communication between team members have been identified to significantly influence project performance (Ulrich & Ellison, 1999; Pahl & Beitz, 1988). 

We position our study in this context and define NPD to be the process of designing, manufacturing, assembling and testing a new product. We combine the conceptualization and design development into one phase that we call design; similarly we aggregate the manufacturing, assembly and testing phases into a single phase termed manufacturing. Given the nature of the NPD environment described above, we model three choices faced by project managers. First, what is the appropriate balance between deploying specialist designers versus generalist designers when developing advanced defense systems? Second, what is the appropriate level of oversight by the project manager to ensure time and budget constraints? Finally, what is the appropriate intensity of customer interaction, which the project manager should establish? Each of these choices made by the project manager has a cost and a potential benefit associated with it. In the next section, we elaborate on the motivation to examine these issues and develop the basis for a detailed model of NPD performance. 

2. Unraveling NPD Performance

Eisenhardt and Tabrizi (1995) provide a comprehensive survey of the most influential empirical studies in the area of NPD, and cites some of the key factors that have been identified to influence NPD performance. Prior studies underscore factors such as organizational structure (matrix v/s heavyweight), location (co-location v/s dispersion) and the degree of supplier content v/s in-house content. In this study, organizational structure and location were similar across all projects and are hence controlled. Unlike earlier studies, we probe deeper into the nature of in-house NPD efforts, and its interaction with factors such as the degree of customer involvement. The explanatory variables that we use to study this are defined next. 

(i) Specialization:

Specialization can be operationalized along multiple dimensions: disciplinary, component and process. Disciplinary specialization refers to narrow area expertise such as heat transfer, finite element analysis, and electronic hardware design. Generalist designers can span disciplines. Component specialization refers to designers who specialize in sub-systems such as in avionics, power systems or guidance systems. Specialization by process refers to expertise in the different stages of design such as system design, detailed design, production and testing. It should be noted that in this study, generalist designers span components, and handle system level tradeoffs across disciplines. Specialist designers tend to focus on single components, since each component typically demands expertise in a subset of disciplines. An illustrative profile of engineering hours on these dimensions of specializations is shown in table 1. 

	
	Heat transfer
	FEA
	Vibration analysis
	Generalist Designers

	Avionics Sub System
	0
	0
	6
	3

	Power Sub System
	10
	2
	1
	2

	Propulsion Sub System
	18
	14
	1
	2

	Systems Level (span sub systems)
	2
	4
	2
	33

	
	30
	20
	10
	40


Table 1. Illustrative example of specialization 

In table 1, the partitioning by columns is by disciplines, and rows by components. The numbers in each box represent design hours
. Given the confidential nature of the projects, disaggregate data such as shown in table 1 is not available. Instead aggregate hours for specialist versus generalist designers were available by project (analogous to the 60/40 split in table 1). 

The research site for the field study was Missile Systems Inc.
, a leading designer and manufacturer of advanced missile guidance systems. Guidance systems are highly customized applications and involve the simulation of flight-guidance of missiles, with precise monitoring of parameters such as vibration, temperature, and rotational and linear speeds. In this environment, there are usually many aspects of design, such as kinematics design, electrical design and thermal design. Project managers typically enlist designers that have generalist engineering design skills, as well as some with very specialized skills in areas such as strength of materials, materials fracture, thermal effects, electronic hardware and control circuits. Since several of the design tasks can be potentially accomplished by either generalist designers or by specialist designers, project managers have discretion in the choice of the intensity of specialization of the design team. According to project managers at Missile Systems Inc., generalist designers command lower salaries but take longer time because of more iterations from trial and error approaches to complex design tasks. Specialist designers, on the other hand, can leverage their prior experience and expertise to make faster and better designs. Thus, the intensity of specialization represents an important managerial decision in projects at Missile Systems Inc., and there is a wide variation in this regard across projects of similar complexity. 

We elaborate on the ramifications of this choice. There are two schools of thought regarding the costs versus benefits of specialization. While having a higher specialization is potentially useful for complex design processes, negative impacts can also occur. For instance, specialist designers are bottleneck resources and are assigned to multiple projects concurrently, leading to issues of congestion (Adler, Mandelbaum et al. 1995). Second, as mentioned above, specialist designers are more expensive, leading to potentially greater costs and budget overruns in the design phase. Third, specialists tend to have a deep and narrow sub-system focus. Project managers thus have to provide greater co-ordination across specialists to bring in the system perspective to ensure integration across sub-system interfaces.

These negatives have to be weighed against potential benefits. First, specialists can optimize the design of their assigned sub-systems for manufacturing, thereby enhancing downstream manufacturing performance. Second, specialists are better able to understand detailed customer requirements at the sub-system level, and can tailor the design accordingly. Third, specialists can also leverage their prior project experiences leading to lower design hours (Nobeoka and Cusamano 1997). 

Given these tradeoffs, we wanted to ascertain the correlation of specialization with performance metrics at our research site, i.e., did higher levels of specialization in some projects pay off at Missile Systems Inc.? Figures 1 and 2 show a scatter plot of the time and financial performance respectively of the 42 NPD projects used in our study. On the Y-axis are performance metrics plotted against the degree of specialization, on the X-axis, for each project
. A cursory inspection of the scatter plot for project schedule performance in figure 1 seems to suggest little, or at best slightly negative impact of higher specialization on time performance. The correlation between project schedule performance and specialization is –0.51. On the other hand, figure 2 suggests the opposite trend; where higher specialization leads to little, or at best, slightly better financial performance of projects. The correlation between the project financial performance and specialization is 0.46. Clearly, both the plots exhibit a wide scatter, possibly arising because of the confounding effects of other variables that have not been explicitly controlled for. We conducted further interviews to ascertain the likely variables that could influence these metrics. These detailed interviews highlighted two additional factors that varied significantly across projects: oversight and customer interaction. 
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Figure 1.  Project Schedule Performance with Varying Specialization
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Figure 2.  Project Financial Performance with Varying Specialization

(ii) Oversight:

The effects of oversight in NPD projects are not well understood in the academic literature. Eisenhardt and Tabrizi (1995) assert that more frequent milestones (implying greater oversight) are more suited for the design environments of immature products. Ha and Porteus (1995) caution that excessive as well as inadequate oversight are both harmful. Excessive oversight can lead to poor time performance because of micro management by project managers, whereas inadequate oversight causes communication gaps between design team members, leading to poor quality and increased rework. Krishnan and Ulrich (2001) echo this sentiment: “…practitioners seem to struggle to strike the right balance between excessive intervention and inadequate oversight.”

In the “process management” literature, there has been extensive work on controls by project managers. Process controls occur when managers specify the means used to achieve goals, and monitor the activities pursued. Here again, there seem to be two diverse opinions on the effects of process control on NPD outcomes. One body of empirical work argues in favor of increased oversight during NPD (Cooper 1993; Wheelwright and Clark 1992). This has led to several specific process management methodologies such as the phase-gate process (Cooper 1993), the quality function deployment method (QFD) (Hauser and Clausing 1988) and the design structure matrix (DSM) (Eppinger, Fine et al. 1990; Eppinger 2001). On the other hand, the counterproductive impact of oversight has been emphasized by (Ouchi and Maguire 1975; Ouchi 1979; Jaworski, Stathakopoulos et al. 1993). Thus, oversight has been shown to be both harmful as well as beneficial. We were interested in studying the nature and magnitude of the impact of oversight in complex NPD environments such as Missile Systems Inc. 

(iii) Customer Interaction:

The third factor we identified from interviews and project records was the intensity of customer interaction. Like the previous two factors, customer interaction varied across projects and could also impact project performance either positively or negatively. On the plus side, increased customer interaction can lead to shorter lead times (Cooper 1993; Gupta and Souder 1998). According to (Thomke and Nimgade 2000), “Designers often seek perfection which could potentially lead to cost and time overruns - also known as creeping elegance”. Increased customer interaction potentially mitigates this creep. On the negative side, customers can place ever-increasing demands and change their requirements leading to excessive engineering changes and design rework. Higher levels of customer interaction can thus impede or enhance project schedules and lead to excessive consumption of resources. 

(iv) Interaction Effects: 

Some other secondary effects also had to be accounted for. Project managers at Missile Systems Inc. articulated that the effects of their oversight were more pronounced in projects where the customer interacted more frequently. Likewise, specialists also revealed that projects with higher customer involvement tended to conform better to both schedules and budget. Both these insights seemed to suggest an interaction between the intensity of customer interaction and the managerial levers deployed by project managers during design (oversight and specialization). In our model, we quantify these interactions and assess their separate impact from both financial and time performance viewpoints.  

(v) Linking Design and Manufacturing phases:

The aggregate project performance metrics shown earlier in figures 1 and 2 did not reveal the direct impact of increased specialization. As mentioned earlier, this could be attributed to confounding effects from other variables, such as the degree of oversight and the intensity of customer interaction. Another possibility could have been that aggregation of the two phases (design and manufacturing) might have masked the differential effect of the levers on each individual phase. To investigate this further, we collected data on the performance in each phase separately and modeled the effect of the drivers. 

We also had to capture the interdependency between the two phases.  An interesting aspect of our analysis was to isolate the “linked” impact of design and manufacturing. The issue was: to what extent does performance in the design phase impact the subsequent manufacturing phase? We estimate the differential impact of project management levers in each phase to address this question. To summarize, our model, described next, explored the effects of the managerial levers: degree of design oversight, intensity of specialization in design and the intensity of interaction with the customer. We explored the relative impacts of these drivers on the time and financial performance in both the design and manufacturing phases separately. Next, we describe briefly the operationalization of the variables and the statistical estimation procedure of the model parameters.

3. NPD Performance Model 

The unit of analysis for our study is the individual NPD project. Our data set represents 42 distinct NPD projects, completed during 1993-2001 at geographically dispersed locations of Missile Systems Inc. All these projects were similar and involved the development of customized applications in the aerospace sector, with similar levels of technical complexity. There were different however, in terms of the size of the project, the extent of customer involvement and the nature of internal resources (specialization and oversight) deployed, resulting in differential performance. The dependent variables in our study are the financial and time performance for the design and manufacturing phases of an NPD project. The independent variables are specialization, oversight and customer interaction. These are operationalized next. 

(i) Independent Management Levers
Specialization in design represents the intensity of deployment of input from specialists during design. This intensity can be captured along two different dimensions: a) the percentage
 of total design hours allocated to specialist designers, and b) the number of different specialties in a project
. The first dimension reflects the overall “intensity” of specialization and the second captures the “variety” of specializations deployed. At our research site, we found a high correlation
 between a) and b) and detailed data on b) were restricted due to the confidential nature of the defense projects. Hence, we decided to use a) to jointly capture both the overall intensity and the diversity of specialization. Thus, we operationalize the intensity of specialization in the design phase to be:

SP =  (Budget For Specialist Designers) X 100



(Total Design Budget)

The second independent variable in our study is oversight. To compare the intensity of monitoring by project managers across projects of different design budgets, we normalized the number of tasks monitored in the design phase by the size of the overall design budget. Hence oversight is defined as:

OV  = (Number of tasks monitored in the Design Phase) 

 (Total Design budget)

This operationalization captures the involvement of project management and the intensity of project reviews in the design phase. 

The third driver of performance is the intensity of customer interaction during the design phase. Here also, we controlled for the size of design budget and captured the intensity of customer interaction during design as:

CUSTINT = 
(Number of customer signoffs in design phase)



(Total Design Budget)

The above operationalizations also permitted us to assess the interaction between intensity of customer interaction and the other two independent variables (specialization and oversight). These interaction variables were defined as the following product pairs:

SP-CUSTINT = SP* CUSTINT

OV-CUSTINT = OV* CUSTINT

(ii) Dependent Performance Metrics In Each Phase

The organization uses a standard procedure to establish both the financial and the time budgets, that recognizes the size and nature of customization for each project. Given the confidential nature of the defense projects, the details of the budgeting process are not available. The budgeting process however has been stable over the observation period, allowing a meaningful comparison of deviations from both the financial and the time budgets. For each phase, we gathered primary data on the time and financial performance of each phase of the project, relative to the budgeted amounts. Positive values of the metrics indicate performing ahead of schedule or below budgeted cost. To facilitate inter project comparison, we normalized the deviation from budget by the budgeted resource in each phase. We therefore defined the following time and financial performance metrics for the design and manufacturing phases, respectively: 

DES-SCHED = (Time ahead of schedule for the design phase) X100

 (Time budgeted for the design phase)

MFG-SCHED = (Time ahead of schedule for the Manufacturing phase) X100

(Time budgeted for the manufacturing phase)

DES-SVNGS = 
 (Cost Savings in the Design Phase) X 100

 (Total Design budget)


MFG-SVNGS =(Cost Savings in the Manufacturing Phase)  X 100 

(Total Manufacturing budget)

(iii) Structural Model for Each Phase 

For brevity, we do not discuss the hypotheses leading to the following structural system of four equations. The first two equations represent time and financial performance for the design phase. Equations3 and 4 represent performance in the downstream manufacturing phase. 

DES-SCHED  = (1 + (11OV + (12SP + (13CUSTINT + (14OV-CUSTINT+ (15SP-CUSTINT + (1 
 (1)

DES-SVNGS  = (2 + (21OV + (22SP + (23CUSTINT + (24OV-CUSTINT+ (25SP-CUSTINT + (2   (2)
MFG-SCHED  =  (3 + (31OV + (32SP + (33DES-SCHED + (3 




(3)

MFG-SVNGS  =  (4 + (41OV + (42SP + (43DES-SVNGS + (4




(4)

Note that our structural model consists of two sets of recursive equations (1, 3 and 2, 4), with one set modeling the linkages between the time performance of the design and manufacturing phases, and the second set modeling the linkages of the financial metrics. We estimate equation (1) by the Ordinary Least Squares (OLS) method and use the predicted values of the dependent variable DES-SCHED in equation (3) and estimate the resulting equation
. We can also allow for the residuals of the equations in each set to be correlated and estimate the parameters allowing for such a correlation. In this case, we checked the rank and order conditions (Theil 1971). 

	Variables
	DES-SCHED (Equation 1)
	DES-SVNGS (Equation 2)
	MFG-SCHED (Equation 3)
	MFG-SVNGS (Equation 4)

	INTERCEPT
	13.88       (2.66)*
	52.79     (0.29)+
	112.58    (2.28)
	39.65       (3.75)

	OV
	-9.38        (-5.48)
	-160.99  (-2.66)
	-2.2        (-0.14)+
	13.53       (1.69)

	SP
	6.62         (1.85)
	342.2     (2.72)
	74.4       (1.38)+
	-26.45      (-2.00)

	CUSTINT
	-15.25      (-4.46)
	-5.19      (-0.04)+
	NA
	NA

	OV-CUSTINT
	5.38         (5.32)
	-37.17    (-1.04)+
	NA
	NA

	SP-CUSTINT
	6.26         (2.29)
	-63.30    (-.65)+
	NA
	NA

	DES-SCHED (instrumental)
	NA
	NA
	-16.7      (-5.24)
	NA

	DES-SVNGS (instrumental)
	NA
	NA
	NA
	-7.84        (-2.45)


*Values in parentheses are t-statistics. 

+ Insignificant at 10% level. 

Table 2. Estimated Coefficients of the Model

Similarly, we estimated the second set of equations linking DES-SVNGS to MFG-SVNGS. The results of our estimation are shown in Table 2, with t-statistics in parentheses.

Figures 3 and 4 summarize the effects of the key variables on each phase and reveal the dependency between the two phases. The bold values of the ßs represent significant effects. With respect to time performance
 in the design phase, SP, OV and CUSTINT in figure 3 are all seen to have direct impact on design time performance. Increased OV and CUSTINT affect the time performance adversely, as exhibited by the negative values of the coefficients. SP however is beneficial, supporting the view that higher intensity of specialization speeds up the design phase. The interaction variables (OV-CUSTINT and SP-CUSTINT) are also significant and positive, implying that increased oversight and specialization interact with customer interaction favorably. The manufacturing time performance comprises of two effects: a direct effect by SP and OV (shown as dotted lines) and a ripple effect by DES-SCHED (shown as a bold line). 

Likewise, figure 4 depicts the financial performance of the two phases. Here again, the ripple effect of DES-SVNGS on MFG-SVNGS is significant and pronounced. Unlike the time performance model, the interaction variables (OV-CUSTINT and SP-CUSTINT) are not found to be significant. 
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Figure 3. Drivers of Time Performance in Each Phase of NPD.
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Figure 4. Drivers of Financial Performance in Each Phase of NPD.

Next we describe the managerial implications of our findings.

4. Managerial Implications

The phase dependent model enabled us to resolve the dilemma of the combined effects of specialization and oversight. The marginal impact of specialization (figures 5 and 6) and oversight (figures 7 and 8) at our site are discussed next. 

(i) Effect of Increased Specialization
Figure 5 shows the marginal impact of higher levels of specialization on time performance separately in design and manufacturing. The top left hand graph shows that higher specialization is beneficial in the design phase. This arises from the positive value of (12 in figure 3, which represents the direct impact of specialization on design time performance. This confirms the greater efficiency of specialist designers at our site. An additional positive impact is obtained from the interaction effect between specialization and customer interaction, as shown by the positive value of (15 in figure 3. Thus, we conclude that specialists can leverage the input from customers and execute the design of their sub-systems faster. 

The effect of specialization on manufacturing time performance comprises of both the direct effect (found to be insignificant at our research site) and a ripple effect (represented by a negative (33 in figure 3). The net impact of a unit change in specialization is ((33 * ((12 + (15* CUSTINT)). This net effect is negative at our site, implying that increasing specialization adversely affects manufacturing schedule performance. This is confirmed by the top right hand graph in figure 5 where the line is downward sloping. 
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Figure 5. Overall Project Schedule Performance with Varying Specialization as Aggregation of Performance in Design and Manufacturing Phases. 

Taken together, the implication is that while higher specialization benefits time performance in the design phase, the manufacturing schedules tend to slip. We can explain that this phenomenon occurs due to subsystem focus on the part of designers, leading to delays in resolving assembly problems in manufacturing. The effect of specialization on the overall project performance is shown in the lower graph of figure 5. Note that the overall effect is negative because of the dominance of manufacturing in the project timeline. Since the overall schedule is a weighted sum of the individual phases, if the design phase were to dominate the time line, then the effect of increasing specialization on the overall project time performance could become positive. For this to occur, the critical ratio of design to manufacturing time from our model is:


[image: image6.wmf]CUSTINT

CUSTINT

*

|

)

*

(

*

(

|

15

12

15

12

33

b

b

b

b

b

+

+


= |(33| = 16.7

Based on the estimates in our field study, the design timeline needs to be more than 16.7 times the manufacturing timeline for specialization to affect the overall project time performance positively. This high value suggests that in most practical environments, design specialization should be reduced for overall project time performance. 
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Figure 6. Overall Project Financial Performance with Varying Specialization as Aggregation of Performance in Design and Manufacturing Phases. 

Likewise, the effect of specialization on financial performance is shown in figure 6. Here the directional effects are similar to design schedule. Design costs are lower because of higher efficiencies of the specialists, as well as their ability to leverage earlier experiences in their own areas of specialization. However, this sub-system focus causes downstream problems in manufacturing. Assembly costs increase to resolve inter-subsystem conflicts. The overall financial performance of the project also deteriorates, since manufacturing budgets dominate design budgets. Here too, the ripple effect from (43 is strong. For a unit change in intensity of specialization, the marginal change in design savings and manufacturing savings is ((22) and ((22*(43 + (42). Note that the impact on manufacturing savings comprises of the ripple effect of specialization via design savings ((22*(43), as well as the direct effect of specialization on manufacturing savings ((42). As in the case of time performance, the marginal impact of specialization on the total project financial performance is adverse, as shown in the bottom graph of figure 6. This occurs because manufacturing budgets dominate. Similar to the discussion for the time performance, the marginal impact of specialization would have been positive if design budgets had dominated manufacturing by a factor of 


[image: image8.wmf]22

42

43

22

|

)

*

(

|

b

b

b

b

+


 = 7.91. 

(ii) Effect of Increased Oversight

Figure 7 shows the marginal effect of oversight on time performance in each phase as well as for the overall project. First consider the impact of higher oversight on time performance in the design phase. As depicted in figure 3, the marginal impact of oversight comprises of two effects: a direct effect ((11) and an interaction effect with CUSTINT ((14*CUSTINT). The direct effect is negative, while the interaction effect is positive. The positive interaction term suggests that project managers can leverage the customer interaction to provide a systems approach and speed up the design phase. Iansiti (1998) characterizes this as the “T” role of project managers, who have both the depth and the breadth to bridge customer requirements to internal design capabilities. At the mean level of CUSTINT in our data set, the net effect is still negative, as shown by the top left hand graph in figure 7. This suggests that higher oversight leads to greater time slippage in design. This slippage in the design phase could be either due to extraneous activities such a presentations and meetings or due to activities that would be useful to downstream manufacturing. This ambiguity is resolved by examining the net impact of oversight on time performance in the subsequent manufacturing phase. 

The top right hand graph of figure 7 confirms that higher oversight improves manufacturing time performance. This occurs because of the ripple effect of time performance in the design phase ((33 <0). This shows that time slippages in the design phase are in reality an investment of time that accrue significant benefits later in manufacturing with the overall project schedule improving. This is shown in the bottom right hand graph of figure 7. Our findings strongly support the concepts behind DFM and reinforce the role of design to enhance project performance. 

[image: image9.jpg]Design Schacule Parformnce

Design et Perornance vith Virying Dhersirt

Oursigrt

+

Menufacturing Sshadule Performane with Varying
Oversight

Merudscturing Schadule
Patormance

Parformance with varying
Oversight

Overail Project Schedule
Performance





Figure 7. Overall Project Schedule Performance with Varying Oversight as Aggregation of Performance in Design and Manufacturing Phases. 
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Figure 8. Overall Project Financial Performance with Varying Oversight as Aggregation of Performance in Design and Manufacturing Phases. 

The effect of oversight on the financial performance in the design and manufacturing phase (see figure 8) portray trends similar to those shown in the time performance discussed earlier. We leave it to the reader to map these trends to the structural model shown in figure 4. 

(iii) Combining the Two Levers

Our model leads to the formulation of the appropriate strategy for levers that have been identified in the design phase. This is depicted in figure 9. It shows that project managers who are in an environment where manufacturing budgets dominate, should position their strategy in the top left hand region.  They should select higher levels of oversight and lower levels of specialization in the design phase. Vice versa, if design were to dominate, higher specialization pays off together with lower levels of oversight. Increasing interaction with the customer is helpful, as seen from the interaction with specialization and oversight discussed earlier. Note however, that one has to weigh the benefits against the costs incurred. This suggests that the nature of interactions should be selective, so as to minimize low content exchanges with the customer, and strive to maximize the payoff from these interactions. 

[image: image11.wmf]Specialization

Oversight

Manufacturing Dominates

Design Dominates


Figure 9. Strategies for deployment of managerial levers in NPD

4. Conclusion

In this chapter, we have provided strong evidence for the levers that project managers can deploy in the design phase of NPD to improve time and financial performance. The three key levers we identified are the intensity of specialization in the design phase, the level of oversight by project managers in the design phase, and finally the degree of interaction with the customer. The choice of the setting of each lever depends on the relative resource budgets in design and manufacturing. In cases where manufacturing dominates, such as at our research site, our model indicates a strategy of higher levels of managerial oversight, lower levels of specialization and selective customer interaction. Key features of our model include: a) separation of the performance in the design and manufacturing phases, and b) three types of effects (direct, interaction and ripple). We also find strong support for the concepts underlying design for manufacturing and the systems integration role of project managers. 

We believe that this stream of research holds a lot of promise to apply our methodology to other NPD environments. This will provide further evidence and generalization to better manage and co-ordinate NPD projects and this work represents an important initial step in this direction. 
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� In the example in table 1, the total engineering hours from specialist designers (the totals of columns 1, 2 and 3) is 60. These 60 hours represent resource deployment aggregated across various disciplines. The generalist hours are 40, and represent hours spent by designers who span disciplines and work on multiple components. 





� The identity of the company is masked for confidentiality. 


� Details of the fields study, research site, data collection and analysis are in (Bajaj, Kekre, & Srinivasan, 2002). Intensity of specialization is defined later in the chapter. 


� We use percentage rather than absolute dollars to account for scaling effects of different project sizes. 


� This equals the number of specialists since the size of projects at our research site are not large enough to warrant more than one specialist for a given specialty in any project. 


� This high correlation implies that whenever specialists are brought in, irrespective of their specialty, they are engaged for similar percentages of the design budget. 


� See � ADDIN ENRf8 ��(Theil 1971)� and � ADDIN ENRf8 ��(Judge et al. 1985)� for a discussion of the 2SLS analysis performed here. 


� In this work, we use the terms schedule performance and time performance interchangeably. 
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